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Kurzfassung

Durch die stetige Vernetzung von Automatisierungstechnik mit IT Systemen müssen
Attacken frühzeitig erkannt und Sicherheitslücken ehestmöglich geschlossen werden. Durch
die Modellierung von Bedrohungen (Threat Modeling (TM)) versucht man systematisch
Schwachstellen zu erkennen und Antworten auf folgende Fragen zu finden:

• Welche Art von Attacken gefährden industrielle Automatisierungssysteme?

• Wie können diese Attacken auf eine methodische Art modelliert werden?

• Welche Methoden werden im Bereich der Information Technology (IT) Sicherheit
eingesetzt um IT Threat Modelling (TM) Ansätze anzupassen?

• Welche Werkzeuge oder unterstützende Frameworks werden benutzt, um das TM
in industriellen Automatisierungssystemen zu unterstützen?

Häufig sind TM Ansätze allerdings auf reine Daten- und Informationssicherheitsaspekte
(Security) fokussiert und berücksichtigen kaum die Wechselwirkung zwischen Security
und funktionaler Sicherheit (Safety), die gerade im Kontext von Automationstechnik von
besonderer Relevanz ist. Die Arbeit versucht daher eine Beitrag zu liefern, der Antwort
auf die folgende Frage gibt:

Wie kann die gegenseitige Abhängigkeit von Safety und Security bei der Bedrohungsmo-
dellierung in industriellen Automatisierungssystemen berücksichtigt werden und welche
Ansätze, Methoden und Tools eignen sich besonders.

In dieser Arbeit werden zwei unterschiedliche TM Methoden verglichen. Die Methode
STRIDE-LM, welche nur auf den Security Aspekt spezialisiert ist, kombiniert mit dem
Attackmodelling von MITRE ATT&CK (MA) wird mit der Einzelmethode Failure-Attack-
CounTermeasure (FACT) Graph verglichen, welche sowohl Safety- als auch Security
Aspekte abdeckt. Die beiden Methoden werden auf den gleichen Use Case angewendet.
Der erzeugte Use Case enthält wichtige Komponenten der Automatisierungspyramide
aus der Abbildung 3.1 und deckt verschiedene Industrie- und Automatisierungsbereiche
ab. Als Inspiration für den Use Case wurde eine “Stakeholder Analysis” herangezogen
[HKS21]. Die Ergebnisse zeigen, dass FACT Graph für die Modellierung besser geeignet
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ist als STRIDE-LM. Im Rahmen der Untersuchung wurden jedoch auch Wege entdeckt,
wie STRIDE-LM optimiert werden könnte, um auch mit dieser Methode potentiell bessere
Ergebnisse zu erzielen. Diese wurden jedoch in dieser Arbeit nicht weiter untersucht.



Abstract

Because of the continuous integration of IT systems and automation technology, attacks
have to be identified and security gaps closed as soon as possible. The modeling of threats
(Threat Modeling (TM)) allows the systematic detection of vulnerabilities and answers
the following questions:

• What kind of attacks threaten industrial automation systems?

• How can these attacks be modeled in a methodical way?

• Which methods are used in the field of Information Technology (IT)-security to
customize IT-Threat Modelling (TM) approaches?

• Which tools or supporting frameworks are used to assist the threat-modeling in
industrial automation systems?

TM - approaches are often focused on pure data- and information security aspects
(security) and don’t consider the interdependence between security and functional safety
(safety), which is especially relevant in the context of automation technology. Therefore
this Thesis tries to contribute to the answer of the following question:

How can the interdependence between safety and security be considered during the threat
modeling in industrial automation systems and which approaches, methods and tools are
best suited for this?

This thesis compared two different TM methods. The method STRIDE-LM, which focuses
on the security aspect, combined with the attack modeling of MITRE ATT&CK (MA)
is compared to the standalone method Failure-Attack-CounTermeasure graph, which
covers both safety and security aspects. Both methods were used on the same use case.
The use case created for this contains important components of the automation pyramid
from Figure 3.1 and covers different industries and automation areas. A “Stakeholder
Analysis” was used as inspiration for the use case [HKS21]. The results show that FACT
graph is better suited for the modeling than STRIDE-LM. During the investigation some
ways were discovered, to optimize STRIDE-LM and potentially receive better results but
these approaches were not further investigated in this thesis.
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CHAPTER 1
Introduction

1.1 Motivation
Due to a fast growing demand, companies had to transform and modernize their pro-
duction through the usage of automation systems. Various companies neglected the
implementation of security in their automation systems during this process. There
are several reasons why companies did not invest in the security of their systems, in
many cases these included lack of time, money and manpower. Often companies acted
according to the principle: Functionality first, cybersecurity later [BGK+18]. Only a
small number of companies in the automation industry is working on the problem of
the interdependence of security and safety. This problem could create critical “blind
spots” that are attractive for attackers [HKS21]. This creates a bidirectional problem
between security threats and safety hazards [SWT21]. These interdependencies require a
lot of attention. Cyberattacks can have a wide range of consequences. Some of the most
numerous consequences are loss of data or money, damage or destruction of goods and
machinery and injury or even death of employees [HBB+21].

This thesis will investigate the interdependence between safety and security in the
industrial automation sector. Two different Threat Modeling (TM) methods will be
tested and their results analyzed regarding this interdependency. The first chapter
introduces and explains the most important terms for this subject. It continues with an
introduction into the dimensions of cyberattacks with attack structure and sequences
and finishes with a summary of known attacks on an Industrial Control System (ICS).
The second chapter provides information on TM in general and explains some individual
methods. The methods used for the later comparison, Spoofing, Tampering, Repudiation,
Information Disclosure, Denial of Service, Elevation of Privilege and Lateral Movement
(STRIDE-LM) and Failure-Attack-CounTermeasure (FACT) graph are analyzed in more
detail. In the third chapter, the selected use case from the industrial sector is presented and
necessary terms for the understanding of the modeling process in an ICS are introduced.
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1. Introduction

The fourth chapter covers the application of the selected methods to the use case and
presents the achieved results. The results of the different methods are compared in the
fifth chapter with an emphasis on the interdependence between safety and security. The
sixth chapter presents the evaluation of the individual and combined methods.

1.2 Main terms

Threat: It is a danger of something affecting a system in a negative way [src].

Risk: Is the likelihood of a threat to realise its damaging potential. It is defined by two
important parameters: source of risk (probability) and consequences (severity) e.g.,
financial, environmental or human [Bay15, SFS+11].

Weaknesses: Are errors, bugs or faults in software or hardware systems that might
lead to a vulnerability. Commonly used glossaries, such as RFC 4949 and the
National Institute of Standards and Technology (NIST) glossary do not define the
term weakness [Enu21, src, Shi07].

Vulnerability: Is a weakness in a system that could be exploited or triggered by a
threat. A system could contain multiple vulnerabilities, which can be divided into
three different types, but not all vulnerabilities must lead to an attack [src, Shi07]:

• vulnerabilities in design or specification
• vulnerabilities in implementation
• vulnerabilities in operation and management

Attack: Is when a vulnerability is exploited to realise a threat. Attacks can be split
into different groups: types of the attack, digital or physical and location of the
attack, local or remote [HKS21].

Hazard: Is a source or a situation of potential damage of property or the environment
or with the potential to harm in terms of human injury, ill-health or a combination
of the two [fOHS22, oWA22],

Safety: A measure for the absence of risk, that would have a potential impact on the
system’s environment or humans affected by such impacts. Since the consequences
associated with the risk can be unacceptably high, such as human losses, heavy
material loss and nature damage, safety also considers hazards. A system would
have a high level of safety if the risks and the associated hazards are low [KPCBH15,
Shi07].

Security: Protecting information and systems from unauthorised access, disclosure,
disruption, modification or destruction. Security considers threats and focuses on
potential attacks and their impact on a system. A secure system would assure the
integrity, confidentiality and accessibility of information and services [KPCBH15,
src].

2



1.2. Main terms

Interdependence between security and safety: Two random variables X and Y
are considered interdependent, if X impacts Y or Y impacts X. Security and safety
share many commonalities, for example both result in constraints, involve measures,
create requirements and deal with risks. Both areas are important for the system
and much can be gained by one adopting the knowledge, understanding, tools and
techniques of the other and vice versa. Separating safety and security increases
costs, implementation time and complexity of the system and dramatically reduces
performance. Interaction between safety and security can exists in various kinds
[KPCBH15]:

• Conditional dependency: Fulfillment of safety requirements conditions security
or vice-versa.

• Mutual reinforcement: Fulfillment of safety requirements or safety measures
contributes to security, or vice-versa, thereby enabling resource optimization
and cost reduction.

• Antagonism: When considered jointly, safety and security requirements or
measures lead to conflicting situations.

Threat modeling: Is a technique to describe a structured approach to analyse potential
cybersecurity threats which impact a system because of its weaknesses, security
vulnerabilities and design errors in the system layout. This structured approach
optimizes the system, defining countermeasures and reducing the potential risk.
The systematic identification of security threats provides the necessary security
measures or security control. Various methods or combination of methods can be
used to achieve this. TM is executed in four steps:

• Create a model of the system to by analyzed e.g., a data flow diagram
• Identify threats and create a threat list
• Specify threats and prioritize them
• Validate the effectiveness of the countermeasures

TM answers the following questions: Where are the vulnerabilities of the system
which can be the target for a possible attack? What is the most relevant threat
and what must be done to prevent attacks from occurring [Cob21, Gon20, Gra21,
SWT21, MS16]?

Risk management: Is the ongoing process of identifying and handling risks in a cost-
effective manner. The term handling means assessing, prioritizing, responding and
controlling the threats. These risks stem from a variety of technological issues,
accidents, strategic management errors or in the context of this work from the
interdependence of safety and security requirements of the automation industry
systems. This approach supports the critical and non-critical components of the
system by providing convenient security solutions and considers the full range of
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1. Introduction

risks. The risk management process provides a necessary framework for the actions
to be taken [HBB+21, SSM+16, SFS+11, Tuc21].

Risk assessment: A process combining risk identification, risk analysis and risk evalu-
ation is risk assessment, which in itself is a part of risk management. It aims to
break down threats into identifiable categories and defines all the potential impacts
and likelihood of each risk. There are many ways available to conduct the risk
assessment [HBB+21, SFS+11].

Risk modeling: Is a technique to quantify the likelihood of a cyberattack in an efficient
manner. Risk modeling calculates risks and helps to identify which risks have the
largest impact on the system [Gra21].

Attack vectors: An attack vector, or sometimes also referred to as a threat vector, is an
avenue of approach that can be used by hackers as the means to gain unauthorised
access to a system. Each attack vector targets one or more of the principal system
vulnerabilities. A successful attack may lead to loss of control, loss of data or other
changes undesirable to the system owner [HBB+21].

Attack modeling: This is a technique to identify and simulate possible attacks on the
basis of found vulnerabilities. Modelling attacks helps the defenders to gain a better
understanding of the behaviour, tactics and objectives of their adversaries. With
attack modelling an organisation is able to save time, money and other resources.
There are a number of different attack modelling techniques, for example: attack
graph or tree, attack vector, attack surface, OWASP’s threat model, Cyber Kill
Chain (CKC) and diamond model [HQA+16].

Hazard analysis: The process of identifying the different types and sources of hazards
that can have adverse impacts on people or the environment. It is a basic step
towards risk assessment and risk management. A hazard analysis assesses the
significance and degree of hazards to a specific system and then either eliminates
or controls software component hazards [Bay15, CMN+17, WDY+14].

Malware: Short for “malicious software”. Malware is software, firmware or hardware
that is designed by cybercriminals to damage or destroy a system, ideally without
the knowledge of the system’s owner. There are many types of malware e.g., adware,
spyware, viruses, botnets, trojans, worms, rootkits and ransomware. Each works
differently to achieve its goals which could be to steal data or to leak private
information. However all malware variants have two basic attributes in common:
They are sneaky and work actively against the interests of the system’s owner
[Bel19, Cis21, src].
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1.3. Cyberattack dimensions

1.3 Cyberattack dimensions

1.3.1 Access vectors

Badly secured access vectors can be potential threat vectors. Attackers can exploit
systems with a low rating in order to gain access to more critical systems connected
to them. When vulnerabilities are exploited by using the mentioned attack vectors,
undesired effects (scenarios) can be caused. In many cases, access vectors overlap with
communication paths which frequently makes them critical points in a risk assessment.
Common access vectors and possible threats are listed in Table 1.1.

Possible Access Vector Possible Attack Vectors
Network (Ethernet, VPN) ARP- spoofing, WLAN hooping
ICS Systems and Devices Sensors, Actuators CPS, PLCs
Applications (Modbus, SSH) Buffer overflow, manipulate User input
Physical access USB Ports, HDMI, Display port
Users (social engineer-ing) Phone, Emails, Internet browser, Social

media application
Supply chain Chip/hardware modification, Application

code modification

Table 1.1: Common Attack Vectors based on [HKS21]

1.3.2 Type of attackers

Attackers fall into a few different categories that can be divided (distinguished) by features
such as their goals (e.g., destroy, steal, disable), motivation (e.g., political, economical,
socio-cultural, unauthorized access) and capabilities (e.g., technical skills, individual
or organization, alter). Not all attackers are criminals, some are actually hired to find
criminals or to test a system for potential vulnerabilities. This aggregation of hacker
types ranging from beginner to professional is further described in the list below.

The first group are the hobbyist hackers. These are the “newbies” in the world of hacking.
They are mostly harmless and do not cause heavy damage to the system. They can be
further divided into two groups.

Script kiddies: These are amateurs, who learn by watching videos, reading online
articles or forum discussions. They use existing malware, tools and scripts cre-
ated by other hackers and use them for cyberattacks without having a complete
understanding or knowledge of the tools functionalities or capabilities. The main
motivation for script kiddies is to impress friends from their computer communities
or to find new challenges [DeM19, Ins20, Sar21].

Green hat hackers: Like script kiddies, these are amateurs. The biggest difference to
script kiddies is that green hat hackers want to know all details about their attacks.

5



1. Introduction

They want to be full-fledged hackers and to constantly improve their technical skills.
That is why they take skill development courses to learn new hacking techniques
and programming [Ins20, Sar21, Sec21].

The next type of hackers belong to the advanced category and almost always conduct
their attacks out of personal motivation.

Blue hat hackers: For this type of hackers, money and fame are not important.
They use their capabilities to take revenge on people, employers, institutions or
governments. Some attend special conferences or projects where companies often
invite them to test new software to find security vulnerabilities before releasing it
[Ins20, Sar21, Sec21].

Insider: They have enough information about vulnerabilities that can be exploited
because they work for the organization they attack. The insiders threaten the
security of the internal systems and work individually. Their motivation ranges from
attacks for money, dissatisfaction with the company or finding and exposing illegal
activities within the organization. There are different types of insider threats but
there is no standard classification defined. As an example, Computer Emergency
Response Team (CERT) defines malicious insiders and divides them into Information
Technology (IT) sabotage, data theft and insider fraud [HKS21, Sar21, CMT12].

Cryptojackers: These are a very new type of hackers that emerged in the wake of the
creation of cryptocurrencies. They exploit system vulnerabilities to steal computer
and energy resources using them to mine cryptocurrencies. This is represented in
their name which is derived from cryptocurrencies and hijacking. Because their
malicious code should stay undetected as long as possible they try to work as silent
as possible [Sec21].

The next group consists of hackers with various political agendas.

Hacktivist: This word is a combination of the words hacker and activist. These
attackers are individuals or groups of hackers that target companies or organizations
that are at odds with their religious beliefs, political agenda or social ideology.
They use hacking as a form of protest and are not interested in financial gains.
One of the most well-known groups of hacktivists is the Anonymous Collective
[DeM19, HKS21, Sar21, Sec21].

Terrorist or Nation-State hacker: They are politically motivated attackers who
are sponsored by a government or other vital businesses. The damage done by
these hackers can be very high. They conduct sophisticated attacks like stealing
highly sensitive information from other countries, damage critical infrastructure
like traffic management systems or try to create international incidents [DeM19,
HKS21, Sar21, Sec21].
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1.3. Cyberattack dimensions

The last group are professionals.

Cybercriminal: Sometimes also referred to as black hat hackers, they are attackers
with a high level of knowledge and technical skills but with bad intentions. They
steal sensitive data for financial gains or money directly and also either capture or
destroy systems. These attackers work as individuals or in groups and can cause
very high damage [DeM19, HKS21, Ins20, Sar21, Sec21].

White hat hackers: These are the opposite to black hat hackers and in contrast
to their criminal counterparts they are authorized or certified professionals with
expertise in cybersecurity. They protect a company’s systems from cybercrimes
by searching for and identifying vulnerabilities that can then be fixed. White hat
hackers work according to rules and regulations defined by the government, they
are therefore sometimes called ethical hackers [Ins20, Sar21, Sec21].

Red hat hackers: These are the "robin hoods" of the cybersecurity world. They are
similar to white hat hackers in the way that they also try to find and disarm black
hat hackers, but in contrast to white hat hackers, they often choose extreme and
sometimes even the same illegal methods as black hat hackers [Ins20, Sar21, Sec21].

Gray hat hackers: These are experts in the “gray” zone between black hat and white
hat hackers. They work just for fun with neither good nor bad intentions although
they invade systems without their owners knowledge or permission but without the
intention to rob or harm people or companies. They engage in hacking activities for
fun, they love to find gaps in computer systems and experimenting with systems
[Ins20, Sec21].

An overview of attacker types is given in Table 1.2:

Category Name Motivation Skills
Hobbyist
hackers

Script
kiddies

Challenge, experience,
gain credit in computer
enthusiast communities

Utilize scripts or pro-
grams developed by
others

Green
hat hackers

Focus on gaining knowl-
edge

Their own knowledge
and help from more ex-
perienced hackers

Hacker with
personal moti-
vation

Blue
hat hackers

Test a new software,
weapon to gain popu-
larity

Special conferences or
projects, or at home

Insider Personal grudge (data,
money), illegal activi-
ties in the organization

Through knowledge of
the organization and
authorized access

7



1. Introduction

Category Name Motivation Skills
Cryptojackers Free resources to mine

for cryptocurrencies
Network vulnerabilities
to steal resources

Hacktivist Hacking as a form
protest

Network vulnerabilities
to steal information

Terrorist or
Nation-State
hackers

Money and nationalism Network vulnerabilities
to steal the information

Professionals
hackers

Cybercriminal
(black
hat hackers)

Profit (money, data,
identity)

Advanced technical
knowledge to find
vulnerabilities in com-
puter systems and
software (illegal)

White
hat hackers

Job, find vulnerabili-
ties

Authorized cybersecu-
rity experts

Red
hat hackers

Stop the attack of black
hat hackers

The same tactics as
black hat hackers

Gray
hat hackers

Personal (fun, improve
own abilities), experi-
mentation

Experts

Table 1.2: Attackers

1.3.3 Concept of a cyberattack

A cyber attack consists of various phases that can be represented with attack vectors where
attack vectors are the avenues through which a threat source accesses the vulnerability.
For a better understanding and reaction to adversary intrusions the life cycle of a
cyberattack is represented in an attack model. The attack model CKC is presented in
Figure 1.1. This model shows a sample Industrial Internet of Things (IIoT) Architecture
that is roughly divided into two zones, end to end IT and Operational Technology (OT),
and is further split into 5 levels. The target of an industrial attack in general can be
any asset in the IT, the OT or the Demilitarized Zone (DMZ) but mostly the ICS in
the control zones (level 0-2) is targeted. The life cycle contains the following phases
[HB18, HKS21]:

• Reconnaissance: Identification of the target with the help of research (Internet,
social media, interview or information on specific technologies) and data selection.

• Weaponization: Payload development (malicious code or binaries), it can be
automated.

• Delivery: Transmission of the malicious code, breaking through the confidential
barrier

8



1.3. Cyberattack dimensions

Figure 1.1: IIoT Zoned Architecture (left) and CKC for ICS based on [HB18]

• Exploitation: Execution or triggering of the code once successfully delivered to
the target. The exploitation can be triggered automatically or manually by the
system users without their knowledge. It uses the vulnerabilities of an application
or operating system.

• Installation: Establishing the connection from the target to the attacker (remote
access trojan or backdoor).

• Command and Control (C2): The attacker creates a connection to a command
and control server.

• Actions on Objectives: The attack is successful and the attackers can now
pursue their objectives, e.g., data exfiltration, manipulation of data integrity and
availability or the attacked asset can be used to gain access to other network
components.

It was discovered through observation that the attackers are often presented with ample
time to execute their attacks. The duration to complete each phase can vary from seconds

9



1. Introduction

up to several months, this is shown graphically in Figure 1.2. Most attacks on IIoT are
multi-step attacks. The main attack vector focuses on access to the IT systems followed
by multiple low and slow attacks that try to exploit system vulnerabilities as a way to
gain access to the OT infrastructure. There are many reason why these attacks are not
prevented [HB18]:

• lack of technology

• lack of knowledge and resources

• lack of adequate incident triage and investigation process

Figure 1.2: IIoT Attack Life Cycle [HB18]

1.3.4 Known attacks on ICS

For an attack to move forward, the attacker has to be motivated to attack the system and
additionally the system needs to have at least one vulnerability. With the modernisation
of ICSs the damage potential is high and the industrial sector has seen an enormous
growth in attacks throughout the last years. The German federal office for information
security (BSI) has created a list with the 10 most important threats [oCS19]:

1. Infiltration of malware via removable media and external hardware

2. Malware infection via Internet and intranet

3. Human error and sabotage

4. Compromising of extranet and cloud components

5. Social engineering and phishing

6. (D)DoS attacks
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1.3. Cyberattack dimensions

7. Control components connected to the Internet

8. Intrusion via remote access

9. Technical malfunctions and force majeure

10. Compromising of smartphones in the production environment

In Table 1.3 below, some successful, and well-known, attacks are listed:

Year Name What Where Reference
2017 TRITON Led to a safety shut-

down
Middle Eastern oil
and gas petrochem-
ical

[PDC18]

2017 Cyberattack Hits
Deutsche Bahn
- WannaCry
ransomware

It has disrupted dis-
play of digital pas-
senger information
on station monitors.

Germany [Sap17]

2018 Ryuk Targeted ran-
somware that
changes its demand
depending on the
victim’s assumed
ability to pay the
ransom

Around the world [apoG19]

2019 LockerGoga Ransomware that
blocked the ability
to connect to the
production systems

Norwegian alu-
minum manufac-
turing company
(Norsk Hydra), US
chemical enterprises
Hexion and other

[ACS19]

2020 SolarWinds Backdoor inserted
into the product

A customer who
downloaded the
product

[sa21,
fIS21]

2018 RMS and
TeamViewer -
Malware

Steal important doc-
uments to blackmail
for money

Majority in Russia [Kop20]

2021
January

Lazarus - Mata
Malware

Cyber-espionage Legitimate South
Korean security
software, a company
developing asset
monitoring solutions
in Latvia

[CER21a]
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1. Introduction

Year Name What Where Reference
2021
May

Colonial Pipeline
ransomware
attack - DarkSide

Impacted computer-
ized equipment man-
aging the pipeline

Houston, Texas [Fun21]

2021
June

Pseudo-
Manuscrypt’s
Malware

Malware attack that
created many ac-
cess points to ICS-
computers, mainly
in mechanical engi-
neering and automa-
tion

Whole world but
mainly India, Viet-
nam and Russia

[Roo21,
CER21b]

2022
January

Tesla No damage done,
potential vulnerabil-
ity announced that
could allow access to
car systems

Origin Germany, tar-
get Tesla cars world-
wide

[APO22]

Table 1.3: Attacks on Industrial Control Systems
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CHAPTER 2
Threat Modeling Techniques

"Threat modeling is the key to a focused defense. Without threat modeling, you can never
stop playing whack-a-mole.”— Adam Shostack [Sho14]
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2. Threat Modeling Techniques

2.1 State-of-the-art

There are various approaches for TM. These can be divided into four main groups
displayed in Figure 2.1.

Figure 2.1: TM approaches [TSAK21]

The first group uses an asset centric approach that focuses on the elements like data,
companies or an individual person. The next group uses a data centric approach and is
based on a compilation of information from NIST, which does research that focuses on
the protection of specific types of data. The third group uses a system centric approach
to threat modeling. It tries to identify all components of the software and searches for
their potential related attack vectors. The last group uses a threat-centric approach
and focuses on the evaluation of potential targets for the attacker and investigates the
corresponding attack vectors [TSAK21, SCO+18].

In order to decide which TM approach to use, the needs of the system project and its
specificity should be considered. For example, if the project focus lies more on the safety
or the security aspect of the system, the decision for a certain approach can have a
big impact on the project strategy. One important parameter also is which hardware
and software is used for the system and what level of complexity is required for certain
operations. Finally, the field of operation should also be considered when choosing an
approach [TSAK21].
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2.1. State-of-the-art

Another way to divide the TM approaches into groups is by how they are created
and displayed. The distribution of some well-known TM methods according to this
distribution scheme is shown in Figure 2.2. The following text will shortly describe
some important methods representing each quadrant of Figure 2.2. FACT graph and
STRIDE-LM were selected for the modeling in this thesis and will be explained in more
detail after this section [TSAK21].

Figure 2.2: Quadrants identifying Automated/Manual and Formal/Graphical Threat
Models [TSAK21]

ATASM: The Architecture, Threats, Attack Surfaces and Mitigation also referred
to as ATASM is a TM approach for modeling threats from a security architect’s
perspective. Like the name suggests, this method consists of four parts. First,
architecture decomposition into logical and functional components of the system.
Second, identification and listing of possible threats. Third, cross-referencing threats
with attack methods and system inputs to generate a list of credible attack surfaces.
Fourth, application of new security controls to mitigate threat agents and threats
to credible attack surfaces. This method uses only information about architecture
[OEP20, BWCD+17].

CVSS: The Common Vulnerability Scoring System (CVSS) is an open framework
developed by NIST and maintained by the Forum of Incident Response and Security
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2. Threat Modeling Techniques

Team (FIRST) with support and contributions from the CVSS special interest
group. It is used to communicate the main technical characteristics of software,
hardware and firmware vulnerabilities. This approach consists of three metric
groups: Base, Temporal and Environmental. These are shown in Figure 2.3.

Figure 2.3: CVSS metric groups [FIR19]

Whereas the Base Metric Group contains the properties of vulnerabilities that
can be considered constant regarding time and user environments, the Temporal
Metric Group contains those that change with time. Finally, the Environmental
Metric Group contains those properties that can be attributed to a special user
environment. An online interface is available to calculate the system score. The
results are consistent if the calculations are repeated but sources vary regrading
the characteristics and scoring methodology of the calculations themselves and it
is unclear if they can be considered transparent or not. The information gained
through an CVSS analysis can be used as an input to an organizational vulnerability
management process and the CVSS method is often used as support to other TM
approaches [SCO+18, FIR19].

HAZOP: Hazard and Operability (HAZOP) was developed by the English ICI group
of companies. A team of various internal and external experts with different
backgrounds defines the systematic approach based on guide words. These guide
words can be used by small teams to assess the possible hazards. The words define
the deviation of a process, device or system from a given plan which can then
be discussed in combination with their respective parameters. Similar to Fault
Tree Analysis (FTA), the use of HAZOP is also recommended by ISO 14971 and
is applicable to all types of specific operational sequences in planned or existing
systems [Kle19, sü22].

LINDDUN: Stands for Linkability, Identifiability, Non-Repudiation, Detectability,
Disclosure of Information, Unawareness and Non-Compliance (LINDDUN). This
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method provides a systematic approach which focuses on privacy concerns and
can be used for data security. This TM consists of six steps which are shown in
Figure 2.4.

Figure 2.4: LINDDUN Methodology Steps [SCO+18]

It starts with the definition of a Data Flow Diagram (DFD) of the system considering
communication, data stores, processes and external entity links to identify security
threats. In the second step, threat categories are mapped to areas or parts of the
system where they may appear, finally in a third step, scenarios are identified
in which these threats could occur. This concludes the problem space with the
following three steps focusing on finding solutions and mitigation strategies. A lot of
documentation and an extensive privacy knowledge base is available for LINDDUN
but it is also a labor intensive and time consuming method due to the rapidly
growing number of threats especially with increasing system complexity. It shares
this issue with the Spoofing, Tampering, Repudiation, Information Disclosure,
Denial of Service, Elevation of Privilege (STRIDE) method [SCO+18, HKS21].

OCTAVE: The Operationally Critical Threat Asset and Vulnerability Evaluation
(OCTAVE) is a risk based strategic approach to streamline and optimize the
assessment of cybersecurity in an efficient way. It is a self-directed method that
addresses organizational but not technological risks. This means that members
of the organization need a comprehensive knowledge of the business and security
processes at their disposal and also have professional experience because it is
their responsibility to define the security strategy. OCTAVE was created in 2003
by CERT, a division of the Software Engineering Institute of Carnegie Mellon
University. It was refined in 2005 and has vague documentation. The approach is
divided into three phases which are displayed in Figure 2.5.
Phase 1 is organizational view, which builds asset based threat profile. Phase 2,
technological view, focuses on the identification of infrastructure vulnerabilities and
the last phase is security strategy and development.
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2. Threat Modeling Techniques

Figure 2.5: OCTAVE Phases [SCO+18]

OCTAVE was developed into two versions that are intended to be used by either
large or small organizations using this approach. OCTAVE Allegro is the ver-
sion intended for larger organizations which are structured into many divisions.
OCTAVE-S is intended for smaller organizations with a flat hierarchical structure
[SCO+18, Eni22, HKS21, CSYW07].

PASTA: Process for Attack Simulation and Threat Analysis (PASTA) is a risk centric
approach developed in 2012 by Tony UcedaVélez with very rich documentation to
help with this laborious and extensive process. It contains seven steps each with
multiple activities, this is shown in Figure 2.6. PASTA combines two different
areas, business objectives and technical requirements. In this method, various tools
are used in single steps to find the optimal strategic asset-centric output in the
form of threat enumeration and scoring. A vital role is played by input information
about operations, governance, architecture and development and also by people
that can make decisions [SCO+18, Uce12].

SAHARA: Security Aware Hazard and Risk Analysis (SAHARA) is a combined ap-
proach of Hazard Analysis and Risk Management (HARA) according to automotive
safety standard ISO26262 and encompassed threats of the security domain STRIDE.
SAHARA enables the quantification of probability, occurrence and impacts of
security issues on the safety concept. It is a systematic approach but it can only be
used to identify threats or hazards and does not provide solutions for the identified
problems. Further it is limited to the automotive industry [MSB+15, HKS21].

VAST: The Visual, Agile, Simple Threat modeling (VAST) method is based on the
automated TM platform ThreatModeler. VAST focuses on covering the entire Soft-
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2.1. State-of-the-art

Figure 2.6: PASTA Stages [SCO+18]

ware Development Lifecycle (SDLC) across an organization. Due to its scalability
and usability this method is easily adopted by large companies for their entire
infrastructure. The method provides reliable and usable results for different stake-
holders, this is represented by the three important pillars: Automation, Integration
and Collaboration. For the implementation of VAST it is necessary to create two
different types of models [She18, Moh21].

Application threat models: uses process-flow diagrams and represents the
architectural point of view.

Operational threat models: uses DFD and represents the threat from the
attacker’s perspective
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2. Threat Modeling Techniques

2.2 STRIDE-LM

The STRIDE threat modeling method was developed in 1999 by Praerit Garg and Loren
Kohnfelder for the Microsoft company and was originally only intended to be used for
the internal security software. STRIDE is an acronym for six different threat types:
spoofing, tampering, repudiation, information disclosure, denial of service and escalation
of privilege. These individual threat types are shown in Figure 2.7 and will be explained
in more detail in the following text.

Figure 2.7: STRIDE-LM - Threat Categorization, Security Properties and Controls
[MF14]

Using STRIDE as a mnemonic for identifying computer security threats stayed popular
in the community and was embedded into a loose threat modeling methodology. In 2019,
Michael Muckin and Scott C. Fitch added Lateral Movement extending the TM method
to STRIDE-LM, which is primarily a system-of-systems type of threat [BMF18, MF14].
This approach shows the threats from the perspective of the software developer and
answers the questions “What are you building?” and “Are my components protected by
the trust boundaries?”. When using this method, the first step is to create a DFD that
identifies system entities, events and boundaries of the system. A more detailed DFD
model leads to a more precise result of the STRIDE-LM analysis. In the next step, the
system is divided into the relevant components. The individual components are analyzed
regarding their susceptibility to attack vectors and to find mitigations for identified
vulnerabilities. This process can be repeated until the remaining threats are deemed
acceptable. [Sho14] provides a more detailed look at the topics of property violations,
describing threats, typical victims and what an attacker does. Finally, the results should
be documented and individual vectors out of the pool of potential attack vectors should
be prioritized [SCO+18, BMF18].
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2.2. STRIDE-LM

Threat types, examples and how to treat them are described in the following.

• Spoofing: Is impersonating another user or using other machine authentication
information to gain access to a system. Spoofing typically compromises authenticity.
A typical example for spoofing is the misuse of a username and password to create
various items like fake files or machine processes under a false identity. This threat
can be minimized with the use of strong authentication [Mic09, itGtCCRAfCII20,
Too09].

• Tampering: Is the permanent change of data without authorisation, which is
almost always malicious in nature. Tampering typically compromises integrity.
Examples for tampering are changing files, databases, memory spaces, network
configurations or network communications. Tampering can be minimized by using
proper access checks and encryption [Mic09, itGtCCRAfCII20].

• Repudiation: is the claim that certain actions were not carried out by the user
and therefore no responsibility for the changes is taken. An example is the illegal
operation in a system where tracking is not possible but a testimony of innocence
would seem plausible. A system can be protected against repudiation by introducing
robust logging and digital signatures [Mic09, itGtCCRAfCII20, Too09].

• Information disclosure: Publishing information to people who are not autho-
rized to access this particular information. Such attacks are usually breaches in
confidentiality. Frequent cases are granting access to data stores with sensitive data
but it can also occur on secondary channels like processes or networks. Information
disclosure can be suppressed by using encryption for data storage, use or transit
[Mic09, itGtCCRAfCII20, Too09].

• Denial of Service (DoS): Is a threat that obstructs or impairs a service for
the valid user. DoS is usually an attack on availability. This can happen when
on exceptional amount of resources is used which makes services like memory,
processing power, network resources or data storage unusable or unavailable. A
system can be protected against DoS attacks by proper checking of legitimate traffic
and putting redundancy mechanisms in place [Mic09, itGtCCRAfCII20, Too09].

• Elevation of privilege: Is when unauthorized users gain access to the system
in order to create a privileged access account which gives them the possibility to
access, change, damage or destroy any part of the whole system. To avoid this
problem, it is advised to apply the principle of least privilege and to have strong
privileged account protection mechanisms [Mic09, itGtCCRAfCII20, Too09].

• Lateral Movement: This classification was added later for better applicability.
Lateral movement is pivoting across the network, often in cooperation with elevation
of privilege to gain access to other parts of the network and to find possibilities to
access important data or damage the system. A mitigation for this threat is the
definition of strict firewall rules and proper system segmentation [itGtCCRAfCII20].
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STRIDE-LM is a very popular approach in security software engineering. The following
paragraphs provide a closer look at the advantages and disadvantages for this method.

2.2.1 Disadvantages

Like every other TM method STRIDE-LM is also unable to provide a 100% security
guarantee. It is therefore important to feed STRIDE-LM with information about the
system that is as detailed as possible. This leads to another negative point because with
the increase in complexity the number of threat issues increases also and the required
processing time is increased accordingly. The approach is not focused on safety and does
not use a common metric. The STRIDE-LM method should not be the sole focus in
the search for potential threats because it cannot perform an attack modeling or risk
analysis. The study by Scandariato et al. about the STRIDE technique concluded that it
produces results with a moderately high rate of false negatives [HKS21, itGtCCRAfCII20,
SCO+18, HLOS06].

2.2.2 Advantages

STRIDE-LM is a popularly applied method because it incorporates the accepted Confi-
dentiality, Integrity, and Availability triad (CIA) and because it is efficient. This method
has low overall cost because there are freeware tools available (e.g., Microsoft Threat
Modeling Tool (MS TM Tool), OWASP Threat Dragon), easy to use and therefore
does not require the employment of specialized security experts. Developers can easily
identify and change the found security vulnerabilities in a cost-efficient way. STRIDE-LM
provides technical and organizational countermeasures and can be used for both cyber-
only and Cyber-Physical Systems (CPS). The study by Scandariato et al. about the
STRIDE technique concluded that it produces results with a low rate of false positives
[HKS21, JAMH22, Mic22].

2.3 Failure-Attack-CounTermeasure

FACT is a graphical TM method. FACT is one of the few methods that covers the
interdependencies between safety and security. This is a very important feature that
allows easy analysis of CPS activities. The method is based on the alignment of the
safety and security standards ISA84 (IEC 61511) [oA04] and ISA 99 (IEC 62443) [Tr07],
which were developed by the International Society of Automation (ISA) and International
Electrotechnical Commission (IEC). The integration of these standards is achieved by
combining the corresponding security and safety lifecycle phases creating a unified lifecycle
with 14 individual phases. This unified lifecycle is shown in Figure 2.8.

The first four phases cover the safety risk assessment and design phases while the security
assessment and design phases are covered in phases 5 through 9. The FACT graph is
part of phases 1-9 and is explained in detail in the following text. In phase 10, safety and
security are aligned and finally safety and security lifecycles are merged in phases 11-14.
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2.3. Failure-Attack-CounTermeasure

Figure 2.8: Corresponding security and safety lifecycle phases [GSO17]

These include validation, development and verification, operation and maintenance, safety
and security monitoring and periodic assessment, modification and decommissioning
related activities [KKG20, CS17, SM15, GSO17]. FACT incorporates safety artifacts
(fault trees and safety countermeasures) and security artifacts (attack trees and security
countermeasures) which are used to prevent outages and attacks and to keep up the
required protection standard on all system levels even during CPS operations. The
suggested alignment of safety and security allows the creation of a unified implementation
for the real time vulnerability analysis. This coordination is very important for the good
cooperation between safety and security which could otherwise result in an inefficient
CPS development and a partially unprotected system [GSO17, SNRM17, SM15].

FTA: Is a popular graphical safety failure analysis tool for hazard and risk management,
which uses a special notation to display the logical connections between specific
system failures and their respective causes. With FTA, Boolean Logic is used
to analyze the system to pathways that lead to the failure cause, as Figure 2.9
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demonstrates. Starting from a single point at the top, events are tested based

Figure 2.9: An FTA process flow [Kri17]

on true/false statements and sorted in chains. This creates a logic diagram that
displays the root of the failure. The use of FTA is recommended by ISO 14971. It
has the ability to display both normal and fault events, which can cause undesired
events. The graph consists of three different components [Kri17, Kle19, SM15]:

• Nodes: undesired events in the system
• Gates: AND or OR for relations between nodes
• Edges: path of the undesired events through the system

Attack Tree: Is a graphical technique used for security risk management that describes
the individual steps of the attack cycle. The graph consists of three different
components which are identical to the three FTA components [SM15]:

• Nodes: represent attacks
• Gates: AND or OR for relations between nodes
• Edges: path of attacks through the system

The FACT TM method is designed in four steps, which are presented here in detail
[KKG20, CHP+17, SM15]:

1. Import analyzed failure trees. The fault trees are connected using AND and OR
gates to create a complete picture of the possible errors of the system.

2. Attach the safety countermeasures to the failure nodes which they are supposed to
prevent. This technique gives an overview over the coverage of safety failures by
safety countermeasures.
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3. Import analyzed attack trees to the corresponding safety failure nodes in the FACT
graph with the help of OR gates, which indicate that a failure may be caused either
by accidental failures, or by intentional attacks.

4. Attach the security countermeasures to the attack nodes. This can be done on the
basis of the Attack Countermeasure Tree (ACT)-technique [RKT12] which allows
the attachment of security countermeasures to any node of the attack tree.

2.3.1 Advantages

FACT graph is a widely used approach to identify potential cyberattacks. It has a broad
range of ways in which it can be used like CPS development and maintenance, safety and
security verification or monitoring and periodic assessment. The FACT graph helps you
to identify error misalignment, double or missing countermeasures to both safety and
security issues. The FACT graph provides information that allows the user to associate
countermeasures to certain faults and attacks which in turn makes development much
easier [CS17, SNRM17, SM15].

2.3.2 Disadvantages

The FACT approach does not include the creation of a risk analysis and is therefore
unable to present a risk evaluation. It is not easy to combine this approach with others
because the graph does not use common metrics for threat evaluation [CHP+17, HKS21].
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CHAPTER 3
Use case

This chapter will introduce the use case which is shown in Figure 3.2. For the modeling
of the use case it is necessary to know two terms, which are important for automated
industrial systems. They will be explained in the following chapter.

3.1 Automation pyramid

The structure was originally developed in the 1980th for the definition and integration
of strategic, tactical and operative IT systems. The industrial automation pyramid
is built from five different layers using the ANSI/ISA-95 standard which is shown in
Figure 3.1. The levels represent the hierarchy of various devices in a semi-automated
or automated system. Each device has its own specific attributes like requirements,
types of requirements, reaction time. These will now be further explained with examples
from the use case. The structure of the pyramid is also used to graphically display the
information exchange between individual devices on each level and levels themselves
[RPC19, KBK+19, CRV+20, MPMM21].

Field level: also referred to as sensor/actor level, is the lowest level of the pyramid
where real-time behavior, low latency and low jitter for control applications take
place [RPC19, CRV+20].

Control level: The next level coordinates sensors and actuators. Information exchange
and processing between field level and control level is done in milliseconds [RPC19,
CRV+20].

Supervisory level: Is the middle level and the central part of the automation system-
unit and therefore has the highest priority regarding interaction with the lower levels.
The information from the field and control level is filtered and sent to the supervisory
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3. Use case

Figure 3.1: Evolution of the hierarchical model toward an integrated network [ZSM+19]

level in a given timeframe. This information is received by the supervisory level in
milliseconds but larger intervals are also possible [RPC19, CRV+20].

Planning level: At this level, latency and real-time becomes less important for the data
exchange because the systems at this level are dedicated to the monitoring of key
process indicators. The level serves as an interface for the detailed planning of the
manufacturing process, quality management, data collection, material management
and KPI documentation covering the complete arc from the raw materials to the
finished product [RPC19, CRV+20].

Management level: This is the top level of the pyramid where all elements of a process
are managed. The fundamental role of the management level in an automated
process is to provide information about the availability of resources, building
elements and spare parts or time management for the predictive and corrective
maintenance. An Enterprise Resource Planning (ERP) is typical for this level, where
the business information is processed and documented e.g., supply chain, amount
of products and accounting information. The management level is also responsible
for the communication outside of the system with customers and business partners
[RPC19, CRV+20].
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Figure 3.2: Use case
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3.2 Industry 4.0
Named like the 4th industrial revolution, this phrase was first used by the German
government when they announced their new high tech strategy project in the year 2011.
It is a collective term for a multitude of actual concepts but the exact distinction between
these concepts is often blurred or not possible for each individual case [CRV+20, LFK+14,
HPO+15].

The components are [LFK+14]:

• Smart factory: Manufacturing is completely equipped with sensors, actuators
and systems capable of a high level of autonomy, so called smart factories.

• CPS: The physical and digital levels are merged and can no longer be separated
from each other in a sensible way. This also includes the production and product
level.

• Self organization: The manufacturing systems developed in a decentralized way
and the classical product hierarchy was abandoned.

• Individualisation: Acquisition and distribution become new systems and the
corresponding processes are operated through a multitude of different channels.
The challenge is to use product intelligence for innovative product and service
development.

• Adaptation to the human being: The fundamental needs of human beings
should be respected in the design of manufacturing systems.

• Corporate social responsibility: Sustainability and resource efficiency are the
basic conditions for a successful industrial manufacturing system.

3.3 Use case introduction
The focus during the modeling of the use case, as presented in Figure 3.2, was to describe
an architecture that represents current industrial standards. It is therefore important
that the use case contains elements from each level and typical connections between each
level of the automation pyramid but also structured network architecture known from
industry 4.0. These two structures are displayed in Figure 3.1. Table 3.1 shows which
elements were chosen for each automation layer. Because the use case shall be able to
support other research projects in the fields of safety and security in the future, it was
created using elements and structures common for the automation industry. This way it
can easily be adapted to represent a certain industrial system [JB21].
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Automation pyramid level Devices
Field Level Webcam

Pushbutton
Laser
Capacity Sensor
Ultrasonic
Motor
Optical Sensor
Biometric fingerprint
Scanner Barcode
Temperature Sensor
Radio-frequency Identification (RFID)
Sensor
Level Transmitter
Flow Transmitter
Fill Valve
Pump
Discharge Valve

Control Level Robot
Cobots
Selective Compliance Assembly Robot
Arm (SCARA)
Programmable Logic Controller (PLC)
Computerized Numerical Control (CNC)
RFID
SIS

Supervisory Level Data Server (NAS)
Supervisory Control and Data Acquisi-
tion (SCADA)
Touch Display TP700 (Human Machine
Interface (HMI))
Internet of Things (IoT) Devices
Open Platform Communications Unified
Architecture (OPC UA) PC
OPC UA Server

Planning Level PC Manufacturing Execution System
(MES)
Data Historian
Printer

Management Level Web Server
ERP(SAP, ODOO)
Material Requirements Planning (MRP)
Email Server

31



3. Use case

Automation pyramid level Devices
Laboratory Information Management
System (LIMS)
App Server
Product Information Management Sys-
tem (PIMS)

Table 3.1: Use case devices from automation pyramid
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CHAPTER 4
Application of methods to the use

case

4.1 Application

In this chapter, two TM methods will be applied on the use case constructed in the
previous chapter. The methods used for this analysis are STRIDE-LM and FACT which
were explained in detail in Chapter 2. These methods were selected intentionally in order
to contribute to future scientific studies.

4.1.1 STRIDE-LM

The freeware tool MS TM Tool 1 was selected for the execution of the STRIDE-LM
method. This tool works in multiple steps. First, a graphical representation of the use
case is created. To help with this process, MS TM Tool provides generic elements from 6
predefined stencil categories. Each group contains a list with predefined and universal
objects. Stencil categories and example are listed in Table 4.1.

A list of attributes is defined for each group of objects with predefined values for each
attribute which in most cases is boolean (yes or no). With the help of these predefined
objects, a use case was created using the MS TM Tool. For a better perception, some
parts of the resulting graphic are displayed in Figure 4.1. The second step is to assign
values to all attributes for each object. The predefined attributes are mostly relevant
for security aspects. Because this thesis focuses on the interdependence of safety and
security, it was necessary to define additional attributes for each object with a focus on
the safety aspect. The safety attributes with their respective questions and answers are
introduced in detail in the following paragraph and are summarized Table 4.2.

1https://aka.ms/threatmodelingtool
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Figure 4.1: Use case in MS TM Tool
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Stencil categories Example
Generic process Web server, LIMS, Managed Application
Generic external interactor Human user, Small PC, Printer, IoT De-

vices
Generic data store Cloud storage, Data Historian, Email

Server, NAS
Generic data flow HTTP, ProfiNET, UDP
Generic trust line boundary Internet boundary, Machine Trust Bound-

ary
Generic trust border boundary Sandbox trust boundary border

Table 4.1: Stencil categories

Safety Attribute Possible values
Mechanical adjustment required/possible yes / no
Safety critical for employees yes / no
Cascading impact yes / no
Spare parts are available directly / hours / days / month / none
Redundancy available yes / no
Support / maintenance internal / external
Support / maintenance availability directly / hours / days / month / none
Fail-safe operation yes / no / partially
Powered by electricity / battery / human force
Local human service required yes / no
Safety critical according to SIL-Level 0 / 1 / 2 / 3 / 4
Authorization required for physical access yes / no
Dedicated responsibilities yes / no
Hardware interfaces USB, USB-C, PCI-Bus, fireWire, NIC,

Bluetooth, AGP, SCSI

Table 4.2: Safety attribute

• Mechanical adjustment required/possible: Is it necessary for an employee to adjust
a machine or program locally before executing its orders?

• Safety critical for employees: In case of unexpected behavior, is it possible that a
machine or program can injure the employees?

• Cascading impact: Can a malfunction of this OT component lead to impacts on
other OT components?

• Spare parts are available: How long does it take until the malfunctioning part is
replaced? Low availability leads to higher criticality if part is damaged.
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• Redundancy available: Are machines or programs outfitted with redundant compo-
nents?

• Support / maintenance: Who is responsible for support and maintenance? Mainte-
nance staff has access to critical areas and this could lead to sabotage of the system.
The security risk for the system is increased when using an external company.

• Support / maintenance availability: How long does it take to contact support
or maintenance? Is the component only maintainable by special suppliers or are
suitable employees available inside the company. Low maintenance availability for
a part leads to higher criticality if this part is damaged.

• Fail-safe operation: Is the component able to recognize a critical situation and does
it have the capabilities to terminate the process in this case?

• Powered by: Is the component able to fulfill its tasks in case of a power outage? Is
the component independent from electrical energy supply? Does the system remain
in a save state if power is cut off?

• Local human service required: Can the component operate independently from
local human operation? Is it necessary for an employee to supervise the process
and operate the component at all times?

• Safety critical according to SIL-Level: Safety Integrity Level (SIL) based on the
IEC 61508 standard, SIL 4 is the most critical and SIL 1 the least.

• Authorization required for physical access: Is authorization required to access the
component physically (e.g., keys, smartcards)?

• Dedicated responsibilities: Are dedicated employees available that can take respon-
sibility for the component?

• Hardware Interfaces: Which hardware interfaces are available? Are interfaces
available that offer potential attack vectors?

In a third step, the method STRIDE-LM is applied to the use case. The tool uses
predefined threats and corresponding conditions for certain predefined stencil attributes
and this enables it to conduct the step automatically. In case the included attributes
are not sufficient, customized stencils, attributes, conditions and threats can be added
and connected respectively, otherwise the program will ignore the customized attributes
when generating the PDF with the results. The corresponding conditions must therefore
be created for each extra safety attribute and assigned to a certain predefined or added
threat. For the use case created for this thesis, only attributes were added.
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4.1.2 Mitre ATT&CK

MITRE ATT&CK (MA) is a globally-accessible knowledge base of adversary tactics
and techniques based on real-world observations [ATT22]. This technique was used
in this thesis on the results of the STRIDE-LM method to generate and model the
potential attack areas. MITRE ATT&CK Navigator (MA Navigator) 2 provides multiple
environments, Enterprise, Mobile and ICS. For this use case, the ICS environment
was used. MA provides 12 tactic sets and each tactic set contains varying numbers of
techniques which are designated with a name and an identification number. The model,
which was created for this thesis, is based on the threats from the STRIDE-LM and is
compared with other known attacks like Triton, Stuxnet, Ryuk, Locker Goga or Attack
Group Lazarus from Table 1.3 and represents areas for general attack possibilities from
the use case.

4.1.3 Failure-Attack-CounTermeasure (FACT) graph

For this thesis, the free web based tool draw.io 3 was used to apply the FACT method
to the previously created use case. This tool is able to create various graphics, which
is very helpful for the FACT graph. As introduced in Chapter 2, this TM method is a
combination of two different methods: FTA and Attack tree. The use case from Chapter
3 was used as a basis to create the FACT graph. Because no fully automatic tool for
the creation of the FACT graph is available at the moment, only certain sections of the
use case were used to create the FACT graph. The relevant components are shown in
Table 4.3 and the individual building components for the FACT graph are shown in
Figure 4.3

As written in Chapter 2, at first a FTA was created to implement the FACT method.
For the root cause of the problem at the top of the graph, a case was created which has
the largest damage potential for an organization. For the example use case, a stop in
the production line was chosen as the root cause. With the use of an FTA, the probable
causes and failures that could lead to this problem were investigated. The FTA graph in
Figure 4.2 shows a part of the FTA with the following groups:

2https://mitre-attack.github.io/attack-navigator/
3https://app.diagrams.net/
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Figure 4.2: FACT graph all groups38



4.1. Application

Figure 4.3: FACT explanation

Automation level Use case components
Field level Digital security, Push-button, Capacity sensor, Personal secu-

rity, Motor, Temperature sensor, IO Link master
Control level SCARA, PLC, SIS, CNC
Supervisory level SCADA, OPC UA Server, Data Server
Planning level PC MES
DMZ Server
Management level ERP
Internet Web shop

Table 4.3: Components of use case to FACT graph

• A - Employees Injured (light purple)

• B - Stop of Resources (light blue)

• C - Mechanical Stop (light green)

• D - Emergency Stop - Push button (light blue-grey)

• E - Network Problem (light orange)

• F - Missing Arithmetic (light pink)

• G - Authorization Problem (light turquoise)
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These groups were created to give a better overview and ease the modeling process. Each
group represents a certain problematic area from the use case which could endanger the
production flow. The error description is generalized and does not describe each instance
individually. The individual groups are shown in Figures 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, 4.11
and 4.12. In the next step, the countermeasures should be defined. Because it does not
fit the thematic scope of this thesis and requires extensive work, this part was left out.
The third part is the creation of the attack tree and its connection to the FTA. The same
grouping strategy was used as in the previous text. Figure 4.2 shows the FACT graph
and the following groups which are parts of it.

• H - Data Compromised (yellow)

• I - Authorization Compromised (clear light green)

• J - Human Access (lavender)

• K - Arithmetic Compromised (light brown-grey)

• L - Network Compromised (blue)

The individual groups are shown in Figures 4.13, 4.14, 4.15, 4.16 and 4.17. In this case,
the groups represent common attack possibilities which can be used on the use case. MA
was taken as an inspiration for these attack possibilities. Figure 4.18 presents an attack
tree of the ICS Attack TRITON which is also mentioned in in Chapter 2. The particular
attack possibilities were taken from the MA - Triton S1009 and added to the attack tree.
A final fourth step would typically define the security countermeasures but similar to
step two this was left out in this thesis because it does not fit the thematic scope and
requires extensive work.

4.2 Results
In this paragraph, the results of the individual methods are presented.

4.2.1 STRIDE-LM

The resulting PDF has 131 pages and 879 threats. Due to this large amount of data only
a summary of the most important threats is shown in Table 4.4.

Threat
ID

Name Category Description

10 Material damage Safety PLC and their configurations could be
responsible for material damage.
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4.2. Results

Threat
ID

Name Category Description

74 Injuries/death of
an employee

Safety Motor and their configurations could be
responsible for an injury or even death
of an employee.

79 Spoofing of
Source Data
Store Cloud
Storage

Spoofing Cloud storage may be spoofed by an
attacker and this may lead to incorrect
data delivered to the cobot.

82 Injuries/death of
an employee

Safety Cobot and their configurations could be
responsible for an injury or even death
of an employee.

97 Data Flow HTTP
Is Potentially In-
terrupted

Denial of Ser-
vice

An external agent interrupts data flow-
ing across a trust boundary in either
direction.

162 Spoofing of Desti-
nation Data Store
Email Server

Spoofing Email server may be spoofed by an at-
tacker and this may lead to data being
written to the attacker’s target instead
of Email Server.

306 Elevation Using
Impersonation

Elevation Of
Privilege

PLC may be able to impersonate the
context of IO Master Link in order to
gain additional privilege.

369 External Entity
OPC UA PC Po-
tentially Denies
Receiving Data

Repudiation OPC UA PC claims that it did not re-
ceive data from a process on the other
side of the trust boundary.

386 Spoofing of
Source Data
Store Switch

Spoofing Switch may be spoofed by an attacker
and this may lead to incorrect data de-
livered to OPC UA server.

453 No production Safety SCADA and its configurations could be
responsible for a total loss of production.

490 Potential Process
Crash or Stop for
SCARA

Denial of Ser-
vice

SCARA (Robot) crashes, halts, stops or
runs slowly; in all cases violating avail-
ability.

508 Collision Attacks Tampering Attackers who can send a series of pack-
ets or messages may be able to overlap
data. For example, packet 1 may be 100
bytes starting at offset 0. Packet 2 may
be 100 bytes starting at offset 25. Packet
2 will overwrite 75 bytes of packet 1.
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Threat
ID

Name Category Description

509 Weak Authentica-
tion Scheme

Information
Disclosure

Custom authentication schemes are sus-
ceptible to common weaknesses such as
weak credential change management, cre-
dential equivalence, easily guessable cre-
dentials, null credentials, downgrade au-
thentication or a weak credential change
management system.

673 Weak Access Con-
trol for a Re-
source

Information
Disclosure

Improper data protection of RFID can
allow an attacker to read information
not intended for disclosure. Review au-
thorization settings.

674 Potential Data
Repudiation by
PLC

Repudiation PLC claims that it did not receive data
from a source outside the trust bound-
ary.

687 Data Flow Sniff-
ing

Information
Disclosure

Data flowing across ProfiNET may be
sniffed by an attacker. Depending on
what type of data an attacker can read,
it may be used to attack other parts of
the system or simply be a disclosure of
information leading to compliance viola-
tions.

702 Elevation by
Changing the
Execution Flow
in SIS

Elevation Of
Privilege

An attacker may pass data into SIS in
order to change the flow of program exe-
cution within SIS to the attacker’s choos-
ing.

729 No production Safety Notebook and its configurations could be
responsible for a total loss of production.

Table 4.4: Components of use case

42



4.2. Results

4.2.2 MITRE ATT&CK

Table 4.5 shows the mapping of the results from the STRIDE-LM method with the
techniques of the MA Navigator. Figure 4.4 shows the results of the attack model from
the MA Navigator. The same figure also includes a comparison with other known attacks
like Triton, Stuxnet, Ryuk, Locker Goga or Attack Group Lazarus from Table 1.3. MA
Navigator provides multiple layers to compare attacks. To make distinguishing the layers
easier, different goal values were assigned to the various layers. The potential threats
from the mapping table were grouped as a general model and rated with a goal value of
1, all other known attack techniques, like Triton, Stuxnet, Ryuk, Locker Goga or Attack
Group Lazarus from Table 1.3), were each rated with a goal value of 2. A color scheme
displays the results on a scale from 1 to 5 as shown in the upper right part of the picture.
This scale displays the sum of goals from individual attacks. The results from the general
model with no overlap with known attacks have a value of 1 and are shown in red. This
shows that these attack possibilities are not included in known attacks. All other uneven
values, like 3 (yellow) or 5 (blue), show overlaps of the general model with at least one
known attack. This shows that the analyzed system is vulnerable to known attacks in
these areas. The even values show areas where only known attacks overlap and those that
were not shown by the mapping from STRIDE-LM. This could mean that the system is
safe against those techniques or that STRIDE-LM does not provide enough information.

Tactic Techniques Name Techniques
ID

Threat ID

Initial Access

External Remote Services T0822 82
Internet Accessible Device T0883 872
Transient Cyber Asset T0864 509
Wireless Compromise T0860 79, 162
Replication Through Re-
movable Media

T0847 872

Execution Change Operating Mode T0858 10, 79, 82, 162

Persistence Valid Accounts T0859 369, 674
System Firmware T0857 729

Evasion Change Operating Mode T0858 10, 79, 82, 162
Masquerading T0849 673, 702
Spoof Reporting Message T0856 79, 162, 186

Discovery Network Sniffing T0842 687
Remote System Discovery T0846

Lateral Movement
Program Download T0843 79, 162
Remote Services T0886 79, 162
Valid Accounts T0859 369, 674

Collection

Data from Information
Repositories

T0811 369, 674

Detect Operating Mode T0868 79, 162, 306
I/O Image T0877 306
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4. Application of methods to the use case

Tactic Techniques Name Techniques
ID

Threat ID

Program Upload T0845 79, 162, 306
Command and Commonly Used Port T0885 463
Control Standard Application Layer

Protocol
T0869 97, 453

Inhibit Response
Alarm Suppression T0878 508
Block Command Message T0803 386
Data Destruction T0809 10, 74

Function
Manipulate I/O Image T0835 306
Service Stop T0881 10, 74, 82
System Firmware T0857 79,162

Impair Process Spoof Reporting Message T0856 79, 162, 186
Control Unauthorized Command

Message
T0855 79,162

Impact

Denial of Control T0813 10, 74, 82, 490
Denial of View T0815 10, 74, 82
Loss of Control T0827 10, 74, 82, 702
Loss of Safety T0880 74, 82, 490, 702
Loss of View T0829 10, 74, 82
Manipulation of Control T0831 10, 74, 82

Table 4.5: Mapping of the results from the STRIDE-LM method with the techniques of
the MA Navigator
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4.2.3 FACT graph

The completed FACT graph is shown in Figure 4.2 and the root in Figure 4.5. At the
top sits the root cause which in this case is the problem No Production Possible. The
upper portion of the graph represents the FTA with its seven groups A through G while
the lower part represents the attack tree with five groups H through L. FTA and the
attack tree are connected through various scenarios. Exemplary for all groups, two groups
from the fault tree and one group from the attack tree will be explained in detail in the
following text. All other groups in the FACT graph were created in a similar manner.

Figure 4.5: FTA root

• Group A - Employees injured: This group investigates the potential harm
to humans. The part of the FACT graph associated with this group is shown
in Figure 4.6. On the top of the graph sits the event Employees Injured which
can be triggered by either of the two events Own Mistakes or By a Non-standard
Situation. In the branch of the event Own Mistake the next lower level is formed by
the events Negligence and By Prohibited Action which are also connected with an
”or” gate. The event Negligence ends its sub-branch while the event By Prohibited
Action can be triggered by the events Curiosity or Spying in Preparation for an Attack.
This last event is the top level event of the attack graph associated with group
J and therefore here a connection is formed from a fault tree to an attack tree.
The second branch of Employees Injured is the Non-standard Situation which can be
triggered by a Dangerous Environment or By the Machine. The sub-branch Dangerous
Environment is divided into Unsecured Electrical Cable or Fluid on the Floor. Both
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Figure 4.6: FTA employees injured

cases can end with the end failure event Internal Device Failure or are connected
with the group J - Human Access or group K - Arithmetic Compromised from the
attack tree. For example a compromised pump could increase pressure to level
that causes pipe leakage or even rupture. The second sub-branch of Non-standard
Situation, By the Machine, is divided into Non-standard Movement and By a Non-
standard Configuration. In both cases, these events are connected with the group K -
Arithmetic Compromised from the attack tree or with the end failure event Accident.

• Group B - Stop of Resources: This group focuses on the problem of missing
resources. The part of the FACT graph associated with this group is shown in
Figure 4.7. The resources were divided into Employees, Material and Power and
further distinguished into Internal or External Problem for all three cases. An
External Problem with Employees can cause a failure through the Incapacity to Work.
An Internal Problem has the same substructure for Employees and Materials and
is distinguished between Wrong Data in ERP System and No Data in ERP System.
In the first case, the failure can be caused by Wrong Handling of the Program or
through an External Attack from group H, aimed at the program. No Data in the
ERP System can be caused by a Server Problem or Compromised Data because of an
External Attack from group H. A Server Problem can be caused by Wrong Handling
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Figure 4.7: FTA stop of resources

or a Compromised Network because of an External Attack from group L. External
Problems are similar for Materials and Power. In this case, resources can become
unavailable through Wrong Handling in other companies or an External Attack from
group J. An Internal Problem that can cause a loss of power could be a Short Circuit.

• Group J - Human Access: This group presents the conditions which need
to be fulfilled in order for the attack to be carried out successfully in this case,
particularly by Physical Human access from the use case. This part of the attack
tree is shown in Figure 4.15. The root event Human Access can be triggered when
the conditions for the events Enough Time Resources, Local Criminal Person, Material
Support for Physical Attack and Floor Plans of the Site, Buildings and Devices are
fulfilled. These events are connected with an "and" gate. The sub-branch Local
Criminal Person is divided into Entry by Force or Through Security Control and is
triggered by the event Material Support for Physical Attack. The event Through
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Figure 4.8: FTA mechanical stop

Security Control is connected to the next group from the attack tree, group I -
Compromised Authorisation and by this the conditions for the attack are extended.
The next sub-branch Floor Plans for Site, Buildings or Devices is divided into Buy
Plans or Steal Plans. This last event is connected with group H - Data Compromised
from the attack tree.
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Figure 4.9: FTA emergency stop push-button

Figure 4.10: FTA network problems
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Figure 4.11: FTA missing arithmetic

Figure 4.12: FTA authorization problem
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Figure 4.13: Attack tree data compromised

Figure 4.14: Attack tree authorisations compromised
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Figure 4.15: Attack tree human access

Figure 4.16: Attack tree arithmetic compromised

53



4. Application of methods to the use case

Figure 4.17: Attack tree network compromised
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4.2. Results

Figure 4.18: Attack tree Triton based on MA Framework
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CHAPTER 5
Method comparison and

assessment

In this chapter, the methods used in Chapter 4 are assessed and subsequently compared.
The assessment is split into three major groups. The first group assesses the efficiency
of each method. The second group assesses the results from each method and the last
group assesses how each method can handle the interdependence of safety and security.

5.1 Efficiency

The comparison results regarding efficiency of the modeling process are dependent on
the selection of certain tools used for the individual threat modeling methods.

5.1.1 STRIDE-LM

The MS TM Tool was selected to be used with the STRIDE-LM method. At a first glance
it is a very user friendly tool but before using it the corresponding documentation should
be read and assessed if the predetermined templates are sufficient for the use case because
changes during the modeling process are very time consuming. If the predefined templates
fit the use case well then modeling is fast and easy. Creating individual templates outside
the provided catalog increases the necessary amount of work significantly because all
associated events, attributes, threats and situations have to be defined. This was the
case for the use case in this thesis because the provided templates are built for software
systems and deal only with the security protection goal. The area available to model
the use case in the tool is limited which narrows the field of view for large examples
and makes it hard to have the full overview. Larger examples with a lot of data also
significantly degrade the reaction time of the tool proportional to the increase in data.
Each object class, called stencil by the tool, has its own window with properties like
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5. Method comparison and assessment

name, a picture and attributes. This allows the user to clearly structure and summarize
the available information on the object class. The more properties are defined by the
user the better and more complete is the result data. A report is automatically generated
in the form of an HTML file in which the individual threats of the use case are clearly
structured and labeled including the associated pictures.

Originally OWASP Threat Dragon 1 was selected as a tool for this thesis, but during the
first modeling attempts its possibilities seemed limited and it was discarded in favor of
another tool. This does not mean that OWASP Threat Dragon might not be the tool of
choice for certain applications or even would have been for the example use case in this
thesis, since no full review was done in this thesis. It was simply discarded based on the
initial user experience.

Modeling the use case created for this thesis with the MS TM Tool using the STRIDE-LM
method was very time consuming, because the part considering the safety aspect was not
included in the provided templates and had to be adapted individually.

5.1.2 MITRE ATT&CK

The Web-based tool MA Navigator was selected for the attack modeling. This tool is
intuitive to use during the first steps. For the subsequent modeling, a lot of helpful
information and tips are available on the official website of MA like workshop videos,
papers and links to blogs on the subject. Short texts with information on each tactic,
technique, threat group, software or mitigation are provided to make it easy for the
user to understand. MA is a dynamic database which is constantly updated with new
information by its community, providing up to date data to the user at all times. The
results from the selected techniques are easy to compare with the techniques used in
known attacks. The attacks are divided into different groups like threat group, software or
mitigation which gives the user multiple perspectives on the attack problematic. Changes
or adjustments can be implemented with little effort. Results can be viewed online or
downloaded in different formats like json, xlsx or svg and stored locally for later review.
Applying MA Navigator to the use case created for this thesis was easy and qualitatively
good results were achieved.

5.1.3 FACT graph

The FACT graph modeling was done with the Web-based diagram program draw.io
by diagram.net. This application can be used via a desktop client or directly through
the Internet browser and is therefore easily available for all users. Using the program
is intuitive which makes it easily accessible for inexperienced users. The user should
be proficient in FACT graph modeling because draw.io provides only simple objects
like events, fails and gates and no general structural templates. The exact event- and
connection-structure have to be defined by the user. Good preparation saves a lot of time

1https://github.com/OWASP/threat-dragon/releases
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5.1. Efficiency

during the modeling process which for large use cases can also lead to a lot of preparation
work especially if one wants to keep a good overview. On the other hand, the FACT
graph is easily split into thematically sorted groups which can be displayed separately for
a better overview. In draw.io, the size of the graphical working environment is scalable,
which also contributes to keep a good overview. When defining the FACT graph, it is
important to determine how detailed the use case should be analyzed, otherwise there is
a risk to create an endless graph with reoccurring cases. Changes and adjustments are
easily done with draw.io. During the modeling process, the user often becomes aware of
new threats, which were not thought of during the first sketches.

FACT graph is not an ideal solution for large use cases. The individual approaches
of different users can lead to inconsistent data in large projects with multiple users.
The method is efficient for small cases and it helps to discover potential failure- and
attack-sources.

5.1.4 Comparison

At a first glance, the MS TM Tool appears to be user friendly and time saving. In the
end, it was shown that the diagram program draw.io is more comfortable to use. With
MA Navigator there were no surprising complications. Since all three tools are freeware,
there is no additional cost for the modeling process. MS TM Tool and MA Navigator
provide the user with templates, which saves time and can even lead to finding previously
unknown structures. On the other hand, the adaptability of the templates to a deviating
use case is often limited which also limits the flexibility of these tools. This is not the
case for the FACT graph.

In general, adapting the model to the use case was easier with FACT graph. This is
mostly due to the method structure, FACT graph is already intended to cover both safety
and security threats. STRIDE-LM on the other hand is only intended for security threats
and therefore provides no templates fitting for ICSs. This required some adaptation
work to include the safety part in the model which with the tools possibilities was time
consuming.

A reason for this lies in the method structure because the STRIDE-LM method was
intended for the search for security vulnerabilities and therefore provides no safety-aware
templates that fit an ICS. For this thesis, using FACT graph turned out to be the most
efficient because the developed use case was meant to cover a broad spectrum which
was not fully covered by the templates of the other tools. The implementation of the
necessary adaptations was most efficient when using the FACT graph.
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5. Method comparison and assessment

5.2 Method result quality

5.2.1 STRIDE-LM

The results are automatically exported into a file as already written above. In this file,
the maximum number of results is the number of threats multiplied with the number of
elements from the use case. A threat is written into the result file when the conditions
for the particular threat are met. When the threat and its conditions are defined too
generally, the same threat problem is repeatedly written into the result file. This means
that the same text will be written as a description for multiple threats just with a different
event name, which in turn could lead to an unprecise and limited modeling in the further
development of the threats. The data is structured according to a predefined template
and can not be presented in a different manner. It is therefore important to already
take care during the template creation that the threats are well defined. This makes the
method somewhat user unfriendly when using the MS TM Tool because adjustments
during the model creation take a lot of time.

For the example use case in this thesis, a large number of potential threats was found,
which makes the further assessment, in this case attack modeling, very time consuming.
This causes the user to see only individual problems listed and not the connections
between the threats.

5.2.2 MITRE ATT&CK

The results from the potential attack possibilities are clearly marked in color in the table
provided by MA Navigator. When using the online version, the user can access additional
information on the individual techniques, procedure examples, mitigation, detection and
references which is helpful for the further assessment. For this thesis, the results were
compared to known attacks from the ICS sector and it was shown in Figure 4.4, which
known attacks would have the potential to be successful when aimed at the example use
case.

5.2.3 FACT graph

The results from the FACT graph analysis are displayed in a Figure 4.2. Because the
example use case from this thesis is large, it was not possible to display all elements in a
single graph. For this thesis, the example use case was therefore only used as inspiration
for the modeling process. Despite this limitation the graph is large and unusable as a
detailed overview. It is only possible to get an understanding of the connections between
the individual groups. Detailed Figures of individual groups are necessary to detect
and follow the failure- and attack-paths. This can lead to a bad understanding of the
complete system. The FACT graph method is therefore most efficient for small use cases.
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5.2.4 Comparison

Each user prefers a different presentation of the results, which could play an important
role when selecting a method. The graphical presentation from the FACT graph method
can give a good overview of general threats, MS TM Tool and MA Navigator on the
other hand present more information in a text, which increases precision and decreases
the danger of misunderstandings. With FACT graph and MA Navigator, the user has
the possibility to adjust the model and its results after the modeling with little effort.
With MS TM Tool, the same procedure is time consuming and thus the model does not
encourage the user to do so.

The big difference between both methods is that FACT graph searches for potential
threats based on the indicated situation while STRIDE-LM evaluates the threats based
on the properties of certain object classes. In the example used for this thesis, the
STRIDE-LM method led to a detailed evaluation of the individual object classes while
FACT graph was focused on the entire system. A reason for this is also the difference in
data analyzed with both methods. STRIDE-LM was used on a complete representation
of the use case while FACT graph was used on a reduced representation with only basic
elements as shown in Table 4.3. This was necessary to limit the scope of this thesis.

Compared to the FACT graph method, results from the MA Navigator are more detailed
due to the database support of MA. A user is also able to find other attacks which use
similar tactics. Such a comparison with known attack profiles is not possible with the
FACT graph method.

5.3 Interdependence of safety and security

5.3.1 STRIDE-LM

The STRIDE-LM method is only intended for security investigations, therefore the safety
part had to be artificially created. During this adaptation, it is important how the safety
threats are connected to the corresponding conditions and attributes by the user and
which situation is represented. In the example for this thesis, the attribute conditions
assigned each threat to either the safety or the security category and not both at the
same time. The results of this method always show the information about individual
threats for a certain object class. It is not directly visible which cascading effects might
be caused by a threat and which object classes are affected by this. The user is only
presented with information on a single point of the use case and is not aware if the threat
source is in the examined object class or if this object class is only a part in the problem
chain. This leads to a bad overview of the threat level for the system overall which makes
it difficult to assess it. This makes it possible that the exact interdependence between
safety and security is not visible in the results because the individual threats are divided
into smaller independent groups. When using STRIDE-LM on the example use case from
this thesis, this turned out to be a disadvantage of this method.
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5.3.2 MITRE ATT&CK

MA Navigator provides a special layer for ICS, which is a good base for the interdependence
of safety and security. The results from STRIDE-LM are grouped into safety and security
threats. This made it necessary to join some threats in order to connect the results from
STRIDE-LM with certain techniques from MA Navigator. The techniques cover both
safety and security attack possibilities but the security part dominates here.

5.3.3 FACT graph

FACT graph is a method which is officially suitable for both safety and security investi-
gations. This is why safety and security threats are connected and alternate in the tree
diagram. As shown in Figure 4.2 in the results of this thesis, many attacks and failures
occur, when safety and security are threatened at the same time. The user is able to see
this interdependency between safety and security directly in the graph because the exact
path of a failure or attack is shown. Through this illustration, it is easy to recognize
what the source of the failure or attack is and what the function of the object class is
for the threat. As already shown in the results above, the FACT graph analysis done
for the example use case shows interdependencies of safety and security mostly for the
overall system because a detailed investigation would have been too time consuming.
The method works well with the interdependence between safety and security and the
user gets a good base for further investigations in this direction, this is also good to see
in the FACT graph in Figure 4.2.

5.3.4 Comparison

The FACT graph method is able to display the interdependence between safety and
security naturally which it was designed for. STRIDE-LM is unable to display results
for this topic at the same level as the FACT graph method. This is mainly due to the
required adjustments to model the safety part in STRIDE-LM which take a lot of time
and effort and also lead to results of lower quality. The results from the MA Navigator
show that the method works well when analyzing the interdependency of safety and
security and that it can compete with the attack modeling section of the FACT graph
method.

5.4 Comparison
A summary of the individual groups and their respective methods is shown in Table 5.1.
The scale for the assessment is “-” bad, “∼” ok and “*” good.

Major groups Method name Results

Method efficiency
STRIDE-LM ∼
MITRE ATT&CK *
FACT graph ∼
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Major groups Method name Results

Tools efficiency
Microsoft Threat Modeling Tool -
MITRE ATT&CK Navigator *
draw.io ∼

Method result quality
STRIDE-LM ∼
MITRE ATT&CK *
FACT graph *

Interdependence of safety STRIDE-LM ∼
and security MITRE ATT&CK *

FACT graph *

Table 5.1: Method comparison
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CHAPTER 6
Conclusion

This last chapter concludes the comparison of the different TM methods STRIDE-LM,
MA and FACT graph and present the derived insights of this analysis.

The idea behind this thesis was to use different TM methods on a single use case and
compare the results. The focus was laid on how the different methods handled the
interdependence between safety and security and how this was displayed in the results of
each method.

The created use case was intended to be a general use case that is usable by as many
industrial automation systems from as many different sectors as possible in the future.
It also includes all important components from and connections between each level of
the automation pyramid from Figure 3.1 and covers multiple industries and automation
areas. Additionally, it also covers structured network architecture known from industry
4.0. Inspiration for this use case was taken from a “Stakeholder Analysis” [HKS21].

After a short investigation, certain tools were selected for the individual methods. The
selected tools for the combined methods STRIDE-LM and MA were MS TM Tool and MA
Navigator, respectively. For the standalone method FACT graph, draw.io was selected.
The first tool created the most difficulties during the work on the example use case. This
was partially caused by the method itself because it was only designed for the analysis of
security threats and there might have been other tools better suited to the particular
task investigated in this thesis. For the other two methods, the tools worked well and
the time required to model the use case in each of them was reasonable considering the
amount of data analyzed.

The results confirmed what the modeling already indicated before, the FACT graph
method requires less time and effort than the STRIDE-LM method for failure modeling.
STRIDE-LM automatically generates detailed results, therefore no cases previously
defined as threats will be forgotten. But in contrast to FACT graph, STRIDE-LM does
not provide an overview over the complete system. Because FACT graph is not automatic,
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automatic, it is the users responsibility to model all cases and it is possible that certain
cases might be forgotten.

MA and FACT graph produced clearly structured results from the attack modeling in
an adequate timeframe. But these results are not exactly the same since both methods
worked with a different base. MA took the threats from STRIDE-LM and converted them
into a format compatible with the attack database to compare them with the techniques
from currently known attacks and attack-groups. The MA method is therefore limited to
the detection of known techniques if applied alone and potential newer vulnerabilities
might be overlooked because they are not included in the database. This can be mitigated
to a degree by the combination with STRIDE-LM, because STRIDE-LM will detect
unknown threats that can then be mapped with techniques from MA and used with
the MA Navigator. It is beneficial to combine the two methods because they partially
neutralize each other’s weaknesses.

FACT graph works with the resulting situations from the evaluation of the particular
use case. This method is therefore not limited to the known scenarios and it is possible
to find entirely new vulnerable areas. But on the other hand, it is also possible to miss
known threats when the modeling is done carelessly or in an imprecise way and to miss
potential attacks when the modeler decides to stop at the attack modeling and not go into
detail with the threats on a lower level. Unlike MA, FACT graph is unable to compare
the results with known attacks and a new attack model has to be set up for a certain
attack.

The results show that the application of the FACT graph method is more efficient than
using the combination of the methods STRIDE-LM and MA. But during the analysis
of the results from the STRIDE-LM method it was discovered that the selection of a
different tool for the modeling and a different approach to the implementation of the
threat definitions might have yielded better results.

Overall MA turned out to be the most efficient method for the attack modeling and it
was also shown that it can be used for the attack detection in an industrial automation
system. This is an important point that can be valuable for further research in the future.
The pressure to digitalize the industrial sector is ever increasing and attackers are always
fast in finding new attack vectors. To keep up with this development and to strengthen
the security and safety sector, it is therefore important to continue the research in this
field. This includes the investigation which methods, combinations or optimisations have
the highest value and are the most efficient to use and how safety and security best
support each other.
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