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Kurzfassung

Da die Erzeugung von Strom mit Photovoltaikanlagen in den letzten 10 Jahren um
das 20-fache gestiegen ist, wird es immer wichtiger in Erfahrung zu bringen, wie viel
Strom in naher Zukunft erzeugt werden kann. Besonders fiir Photovoltaikanlagen, die an
das Stromnetz angeschlossen sind, ist es von Vorteil zu wissen, wie viel Strom erzeugt
wird, da die Leistung schwanken kann und daher im 6ffentlichen Stromnetz schwer zu
handhaben ist. Auflerdem wird der Verbrennungsmotor in Autos immer mehr durch
den Elektromotor ersetzt, so dass es fiir Haushalte, die eine Photovoltaikanlage und
einen Energiespeicher betreiben, von Interesse ist, zu wissen, wie viel Strom an einem
bestimmten Tag zur Verfiigung stehen wird. In dieser Arbeit werden verschiedene Ansétze
des maschinellen Lernens zur Vorhersage der Leistungsabgabe einer Photovoltaikanlage
verglichen. Das Ergebnis dieser Arbeit ist eine Web-Anwendung, die verschiedene Graphen
zeigt, die jeweils ein anderes Modell des maschinellen Lernens repriasentieren, um den
Unterschied zwischen der vorhergesagten und der tatsédchlichen Leistungsabgabe in
Echtzeit analysieren zu kénnen.
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Abstract

Since the generation of photovoltaic power has increased by a factor of 20 in the last 10
years, the importance of knowing how much power is being generated in the near future
increased as well. Especially for photovoltaic systems which are connected to the grid, it
is important to know how much power is being generated, since the power output can
be volatile and is therefore hard to handle for the public power grid. Furthermore, the
combustion engine is getting replaced by the electromotor in cars, thus it could become
important for households operating a photovoltaic system and an energy storage, to
know how much power will be available on a given day. This thesis focuses on comparing
different approaches in machine learning for predicting the power output of a photovoltaic
system. The result of this work is a Web application which shows different graphs, each
representing a different machine learning model, respectively, to analyze the difference of
the predicted power output compared to the real power output in real time.
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CHAPTER

Introduction

1.1 Motivation

The generation of photovoltaic power in Austria has increased by an average of 36.9%
per year in the timeframe from 2005 to 2019. This resulted in a total power generation
of 1.44 TWh in 2018. In total, Austria generated 65 TWh of energy, which means that
2.2% of the energy came from photovoltaic systems [I]. Due to the reduction of power
generation through fossil fuels and the increasing demand of renewable energy sources in
the past years, the importance of predicting the power output of photovoltaic systems
has risen as well. Since photovoltaic systems are volatile concerning the power output
due to weather phenomena or the position of the sun, this poses a difficult problem.

1.2 Problem Statement

When reasoning about naive photovoltaic (PV) power generation, one might assume,
that the power output of PV systems in August should always be higher than in January,
since temperatures and the position of the sun is pretty much always better in August
(at least in Austria). However, Figure |1.1 shows a comparison of the first five days of
January 2020 and August 2020 in Austria. As illustrated on January 3¢ 2020, the peak
power output has been higher than on August 3¢ 2020. The plot shows data from the
ENTSO-E (European Network of Transmission System Operators for Electricity), which
contains data for the actual solar power generation in Austria [2]. The data is made
available in 15 minute time steps. If we calculate the area under both curves with the
trapezoidal rule, we get a total output of 4892 MW /h for the 3" of January and 3936
MW /h for the 3% of August. These values need to be seen with caution, since the data
is available in 15 minute time steps. However, it clearly shows that the power output has
been higher on the 3"¢ of January.
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Comparison of January vs August in 2020 — January
August

Peak power: 532 MW Day: 1

e

Peak power: 428 MW Day: 2
Peak power: 272 MW /—\ Day: 3

—-"‘/

Peak power: 268 MW Day: 4

A

Peak power: 30% Day: 5

Figure 1.1: PV power output over the first five days of January and August 2020 in
Austria

This begs the question about the weather condition on those two days. Therefore, one must
look at the historic weather data. At the time of writing, the website wunderground.com
provides free historical weather data [3]. Looking at Horsching, Upper Austria, we can
see that it has been rainy and cloudy all day. Doing the same for the weather station in
Graz yields that it has been cloudy or light rain all day there. Last but not least going to
Wahring, Vienna, also shows that it has been raining pretty much all day. The conclusion
of this is, that even if the position of the sun and the temperatures are better in August,
this does not necessarily mean that the power output is higher than in January. Due to
the fact that solar radiation is crucial for the power output of solar cells, it is probably
useful to integrate values from solar radiation into the prediction.

Therefore, solar irradiance data from the ARAD project[4] was retrieved from the Central
Institute for Meteorology and Geodynamics (ZAMG) to make further tests in this thesis.
ARAD stands for Austrian Radiation and is operated by ZAMG. The general aim
of ARAD is to establish a high-accuracy long-term monitoring network for solar and
terrestrial surface radiation in Austria in order to assess the status as well as the temporal
and spatial changes of radiative fluxes at/to the surface [5]. For this thesis, the global
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radation measurements from Wien Hohe Warte were investigated. The data comes in
10 minute timesteps and range from 2015-01-01 to 2021-09-01. In order to measure
the global radiation, they use the CMP21 and the CM22 Pyranometers from Kipp &
Zonen[5].

1.3 Goal

The goal of this thesis is to use and compare different machine learning methods concerning
their accuracy regarding the prediction of the photovoltaic power output in all of Austria.
The time resolution will be 15 minutes and the prediction horizon will be a one step
ahead forecast. On a large-scale environment, this can help to ensure stability of the
power grid due to the fluctuating nature of PV energy. For a single household, it can
support estimating how much energy can be stored in a potential battery or how much
energy will be sold to the public power grid, thus displaying an estimation of earnings to
the user on a given day.

In order to show the predicted and actual power output to the user, a Web application will
be built. In this application, the different machine learning methods shall be displayed in
separate graphs which will show the actual power generation compared to the predicted
values of the different machine learning models. This Web application will be running on
a Raspberry Pi 4 Model B 8GB. The Web application will continuously be calculating
new predictions for all future timestamps available in 15 minute intervals.

1.4 Methodical approach

A recent study has shown that about 60% of studies in the last 15 years used LSTM (Long
short-term memory) to predict PV output [6]. LSTM is then followed by RNN (Recurrent
neural network) and GRU (Gated Recurrent Unit) which make up for 20% and 13% of
studies, respectively. For the prediction of solar irradiance, there is a distribution of 44%
using LSTM, 25% using RNN and 19% using GRU. This thesis compares the performance
of LSTM and GRU models. Unlike RNN, LSTM alleviates the vanishing gradient problem
[7] and thus should provide better performance. Since GRU is a modification of LSTM it
is used in this thesis instead of RNN even though RNN is used more often compared to
GRU. To reduce statistical outliers every model in every configuration will be trained 5
times and each model gets evaluated. The average of the results for each model will be
calculated and then the average is used as final result.

The photovoltaic power generation data comes from [§], because it is mandatory for
European Member State data providers and owners to submit fundamental information
related to electricity generation, load, transmission and balancing for publication through
the ENTSO-E Transparency Platform.

The solar irradiance data was retrieved from the ARAD project[4][5]. ARAD is a longterm
project which is designed to measure solar and heat radition in Austria at 5 different



1. INTRODUCTION

locations. In this thesis, the data from Wien Hohe Warte was used. The timerange
from 2019-08-01 00:00:00 to 2020-08-01 00:00:00 was used for training. The models
will then be tested with the timerange from 2020-09-01 13:45:00 to 2020-09-05 10:00:00.
The performance is evaluated based on different metrics described in Section 4. To
automatically train and store the models, a training framework will be built which uses
data from [2]. For the evaluation, a Web application will be made which is capable to
calculate the metrics defined in Section 4. Based on the results, the best performing
models are selected and used in the live view of the Web application.
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State of the Art

2.1 Overview

Before diving deeper into the RNN and LSTM models, it is important to understand
simpler models. The so-called feedforward neural network [9] should be the simplest
model to understand. It consists of an input layer, one or many hidden layers and a
single output layer. Fach layer can have an arbitrary amount of neurons and is connected
to all neurons in the adjacent layer, which can be seen in Figure 2.1.

Now, we can take a look at a single neuron. In Figure 2.2, we can see that there is an

Inputs Input layer Hidden layers Output layer

Figure 2.1: Feedforward neural network
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output

Figure 2.2: Single neuron of a neuronal network [10]

arbitrary amount of inputs labeled x; to z,. Each of the inputs gets multiplied with
its corresponding weight which are labeled w; to w,. The resulting values get summed
up and are then passed on to the activation function. Depending on which activation
function is chosen and the input to the activation function, the neuron triggers and passes
on its activation values to the next layer, or the activation function is not triggered and
the neuron does not fire. A simple activation function is the sigmoid function, which is
defined as follows:

) 1
90 = e

If « approaches negative infinity the result will be 0, if = approaches positive infinity the
result will be 1. For all other values the result is going to be something in between 0 and
1. This proved to work well for binary classification problems, since the function will
trigger and therefore return one if the input is above 1, otherwise it will return 0.

Another more common activation function is the Rectified Linear Unit (ReLU) function.
It is defined as follows:

f(x) = max(0,z)

which is zero for any input smaller or equal to 0 or the input value = for any number
greater than 0. Due to the fact that the derivation of this function is always 0 or some
constant the vanishing gradient problem is not an issue.

During the training of a machine learning model, each of the weights and the bias of a
neuron are adjusted in order to get better results. A bias is a value which gets added to
the input of a given neuron, to ensure that at least some neurons in a layer fire in the
case that the combination of input signals and weights are not triggering the activation
functions of the neurons.
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2.1.1 Cost Function

The cost function is the measurement of how far off the predictions of the network is
compared to the ground truth [II]. Usually the function is defined as follows:

Clw,b) = 5= Y lly(a) — alp

Here, w denotes the collection of all weights in the network, b all the biases, n is the
total number of training inputs, a is the vector of outputs from the network when x is
input, and the sum is over all training inputs, x [I1]. C is representing the quadratic cost
function also known as the mean squared error. Note, that we divide by 2n just because
this will cancel out with the power of 2 when taking the derivative of the cost function
for gradient descent. With the cost function, it is defined that the network is performing
better, if C'(w,b) is approaching 0. The further away the cost function is from 0 the
worse the network is performing. Of course, this is dependent on the inputs to the cost
function, so we want to find weights and biases which minimize the cost function. In
order to minimize the cost function, we are going to use gradient descent.

2.1.2 Gradient Descent

Consider the function f(z,y) = 2% + y?. As humans, we can easily see that this function
has its global minimum at = 0 and y = 0. However a computer would have to solve
this analytically. Since we are dealing with neural networks which can have thousands or
millions of weights and biases as input to the cost function this would result in a huge
amount of computation which would take extremely long and is not feasible. To help
understanding the following equations, we can imagine a ball rolling down to the lowest
point of this function. This point is as mentioned in x = 0 and y = 0 and illustrated in
Figure 2.3l
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Figure 2.3: Sample plot for gradient decent

Mathematics tells us [I1] that moving the ball in the direction v; by Av; and ve by Ave
can be expressed by

which shows the changes to the cost function C. Now, the question arises how to choose
Awvy and Awvs to make AC negative. In order to accomplish this, we define some notations.
Let Av = (Avy, Avg)T where T is the transpose operation and let the gradient of C be
the vector of the partial derivatives of v1 and vy which is written as:

aC 80>T

This allows us to rewrite the formula for AC as:
AC =VC - Av

Suppose we take
Av=-—nVC

7 represents the learning rate which is a small positive parameter. Now, we can substitute
Av in the equation above and we get AC ~ —nVC - VC = —||VC||?. Since ||VC||? is
always positive and —n always negative it is guaranteed that AC' < 0 as long as we are
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in the limits of the approximation AC ~ V(' - Av. Now, we can take Av = —nVC to
calculate a value for Av, then move the ball by this amount:

v—=v =v-nVC

Doing these steps repeatedly until we get to a minimum is called gradient descent.

2.1.3 Backpropagation

Basically, backpropagation is the synonym for g—g where C' denotes the cost function and
w any weight or bias in the network. Backpropagation tells us how fast the cost changes
if biases or weights are changed [I1]. Consider the following neuronal network illustrated
in Figure 2.4.

o (T- 21 o (Tm 1]

Figure 2.4: Example network with 4 neurons

The a®) [I1][12] labels describe the activation value of the specific neuron. L describes
the total amount of layers in the network. Note that the expression (L — n) is not an
exponent, it is just a tool for indexing to know which neuron is currently looked at.
Furthermore, let y denote the desired value of the last activation. Now let’s take a
look at the neuron n4 and let’s assume that the actual output of ny is 0.75 for a given
training example. Also let’s assume that the desired output of the network for this
training example should be y = 1. The cost Cy for a single training example is defined as
Co = (a'™) — 4)? which in this case would be (0.75 — 1)2. The activation a%) is defined
as all) = o(wWaE=1 4+ b)) where o() is some activation function like ReLU or tanh.
For simplicity, we call the term within the activation function 2(L). Now, the question
arises how Cp can be minimized as far as possible. This can be done by adjusting the
weights and biases.

First, we will focus on understanding how the adjustment of the weight can affect the

cost function. Mathematically expressed we want to know 8‘;’52). We know that a small
L)

change to the weight w(®) changes the result of z(X) (1), which changes the result of al
(2), which directly changes the result of Cy (3). Now. we can use this information and
create 3 expressions:

(L) (L) oC
(1): 557 (2 G2 3): gachs

These three expressions are actually the chain rule. Multiplying these expressions together
gives us the desired information.
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oCy
Ow(L)

To see what the actual derivatives of these three expressions are, recall the following
Co = (al) —y)?

all) — U(Z(L))

(D) = (L) g (L=1) 4 p(L)

(1): oy = a0 ) iy = 0'(2") (3): guty = 2™ —y)

So we can write all of this as:

80() N 8ZL 8aL 8(}0
AwL)  dwL) §z(L) §a(L)

_ a(L_l)U’(zL)Q(a(L) _ y)

Keep in mind that this expression is only for one given training example. This needs to
be averaged over all the training examples. The formula for the full cost function is:

le; 1= o,

ow® ~ n kZO (D)

which is just for this one specific weight, which is just one component of the gradient
vector VC.

Looking at changes for the bias, it is necessary to exchange the first term % with

%‘ From % we see that the derivative is 1 which results in losing the first term of

the original equation

oC,
oo = 7 (2P —y)

From the term z(X) = w@) gL~ £ p(L) | we can see that we tackled every term besides
a“=1 which is the activation value of the previous layer. This is analogous to the
calculati%n for the bias above. We are also going to exchange the first term, this time
with %, and calculate the new derivative which results in:

aCy

s = v (ZM2(atY —y)

Since we can not influence the value of the previous activation we can at least store it
and iterate this idea backwards to previous layers. Hence, the term backpropagation is
derived.

Since we looked at a network where there is only one neuron per layer it is necessary
to look at this with a more realistic example. In order to support multiple neurons per
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Figure 2.5: Example network with multiple neurons per layer

layer, the equations mostly do not change too much but it is necessary to introduce some
more indexing. Consider this network and ignore greyed out connections for now:

Since this network has 2 layers the concrete description for the weight connecting no and
ny4 would be w}; if indexing of layers and number of neuron in each layer starts with 0.
Generally speaking, it says it is the weight from the k** neuron in the (I — 1) layer to
the j* neuron in the I** layer.

The first thing that changes in the mathematics is the definition of the cost. Since we have

multiple neurons in the last layer, we have multiple outputs in our case called yg and y;
hence the cost is defined as Z?ia 1(a§-L) —y;)%. Looking at neuron ny, we have to take into
account that there are 3 weights and activation values from ny, ns and ng which we have
to consider in the formula for z](-L) which in this case would be z(()o). This can be generalized

for each neuron in a layer by zj(-L) = w%)agL_l) + wj(-f)agL_l) + w]%)aéL_l) + b§~L), thus

we rewrite a() = o(2(F)) to ag-L) = a(z](-L). With this knowledge, we can now rewrite the
formula which tells us how sensitive the cost is to a specific weight to more generalized

form as well

9Cy 82]’-3 8@5; 0Cy

) — L L L
Gw](-k) (‘9w](-k) 82](- )8a§- )

The formula which tells us the sensitiveness about the previous layers’ activation however
changes a bit more

aCh " 02k 0ak a0y

8@,&13_1) B j;o aa,(f_l) az§L) aagL)

This is due to the fact that a neuron in layer L — 1 can influence two or more neurons in
the next layer. For example in the network illustrated in Figure [2.5, we can see that the

11
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activation value of neuron n9 has influence on neuron n4 and ns which means it has also
an impact on the activation value of ng and ns. This is the reason for taking the sum
over the layer L. The formula for the bias stays the same.

2.2 RNN

A Recurrent Neural Network (RNN) introduces cycles in the network, which allows them
to handle the aspect of time. Other applications could be speech synthesis or music
generation. Basically, RNNs are good at solving problems, which rely on knowing the
current and all previous inputs. RNNs use so-called feedback loops which are used to
learn from sequences which can also vary in length. RNNs also require the input to be 3
dimensional. These dimensions can be seen as follows for a time series problem:

e quantity of samples
e quantity of timesteps in a single sample

e quantity of values observed per timestep, also known as features

This is often seen as a triple in the form: [samples, timesteps, features]. On the left-hand
side of Figure 2.6 the basic architecture of a RNN can be seen [I3]. It has an input z;
and an output h;. A takes the input and produces the output. The arrow going from
A to A allows the RNN to pass information from one point in the network to the next.
This can be seen, if the network is unrolled which is on the right-hand side of Figure
2.6l This might be looking confusing at first, but it can be thought of copies of the same
network which pass information to its successor. This architecture is what makes this
type of neural network so good for tasks like speech synthesis.

tor s
[—P_Aj— » A —

I
6 ol v Sl

Figure 2.6: Unrolled RNN [I3]

v

However there are two major issues when it comes to RNNs:

1. Learning: Learning in RNNs is done with backpropagation through time, which is
basically just unrolling the network and then applying normal backpropagation for
learning. Due to the unrolling, the network becomes very deep, which increases
the chance of the vanishing or exploding gradient problem to occur. This issue is
discussed in Section 2.2.1.
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2. Long-Term

dependencies: The network will not be able to connect relevant in-

formation which is far apart, thus failing to give the correct output. Imagine a
network which should predict the last word of a sentence. A sentence like 'Planets
are rotating around the sun. it should be pretty obvious that the result is going to
be ’sun’. Now consider a sentence like "I am currently studying for my motorcycle
license and I really enjoy driving so far, thus I will probably buy a bike’. In order to
know what will probably be bought, it is necessary to look all the way back to the
word 'motorcycle’, which will be difficult for the RNN. This issue was examined
in more detail by Hochreiter [14], which ultimately resulted in the introduction of

Long Short-

more detail

Term Memory (LSTM) in 1997 [I5]. LSTM Networks are discussed in
in Section 2.3.

2.2.1 Vanishing and exploding gradient problem

In [II], the author examines the speed of learning per hidden layer in the network,
summarized in Figure 2.7.

10°

10|

1024\

10

10°

10°

Note that hidden

0 100 200 300 400 500

Speed of learning: 4 hidden layers

T

— Hidden layer 1
Hidden layer 2
Hidden layer 3 [}
Hidden layer 4

Number of epochs of training

Figure 2.7: Learning speed per hidden layer [11]

layer 4 represents the last hidden layer which is before the output layer,

which means that layer 4 is the first layer where backpropagation is applied. We can see
that earlier layers in the network are learning slower than later ones. The cause of this is
the vanishing gradient problem, which means that the gradient described in Section 2.1.2
becomes smaller with every hidden layer.

To understand why this problem occurs, consider the network shown in Figure 2.8 and

13
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the following equation which describes the changes in the cost function C' with respect
to changes made with by

oC ocC
oy = 0'(21) x we X 0'(22) X w3 X 0'(23) X wg x 0’ (24) % 9as

To see why this equation is correct refer to [I1] page 160. Assume that the activation
function o in this case is the sigmoid function and the weights are initialized using a
normal distribution with mean 0 and standard deviation of 1. Due to the chosen normal
distribution the weights will satisfy |w;| < 1 most of the time. The maximum of the
derivative is at /(0) = 1. So multiplying these terms will mostly result in w;o’(z;) < 3.
Since we have four of these terms in the equation and the result of one such multipli-
cation is almost guaranteed to be less than 1 the result tends to get smaller with every
multiplication, or in other words the result gets smaller the deeper we go into the network.

On the other hand, there is the exploding gradient problem, which can also be de-
scribed with an example using the network shown in Figure 2.8 even if the example is a
bit made up. Assume wy = w3 = wy = 100. For the biases, we want that z; = 0, thus
a’zj =1/4. z; is defined as z; = wjaj_1 + b; so we choose for the bias b; = —100 x a;_1.
Note that a; denotes the output of the previous neuron. Using the assumed values
wjo’(z;) becomes 100 x 1/4 = 25. Multiplying these values is going to let the gradient
become very large very quickly. This is why it is called exploding gradient.

Figure 2.8: Example network for the vanishing gradient problem

2.3 LSTM

Long Short-Term Memory (LSTM) was introduced in 1997 by Hochreiter and Schmidhuber
[15]. The advangtage of LSTM networks is that they are capable of remembering
information for a longer period of time [I3]. A standard RNN will have a simple structure
which could be a single tanh layer which takes the input from the preceding part of the
network, the current input x; and creates an output h; and feeds it to succeeding part of
the network. However, in an LSTM network there are four layers which can be seen in
Figure [2.10. The layers are the three o symbols and the tanh function.

The main part is the so-called cell state which is represented by the straight line going
from Cy_1 to C;. Then there are 3 gates which are represented by a sigmoid function
and a pointwise multiplication. These gates are able to regulate how much information
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is passed through. A value of 1 means let all information through, a value of 0 means let

no information through. The internal structure of the LSTM can be explained in 4 steps.

1. The first layer (from left to right) is the forget gate layer. It takes the inputs
h:—1 x; and outputs a number between 0 and 1 for each number in Cy_1. This is
expressed by f; = oWy - [hy—1, ;] + by where W denotes the weight for the forget

gate, hy—1 the output of the preceding block, and by the bias for the forget gate.

These notations are also being used for the input gate and the output gate following
in the next steps, only the subscript will change accordingly.

2. The next step is made of two parts, the first one is the input gate expressed by
it = o(Wj - [hi—1,2¢] + b;). The second part is a layer which finds a vector of
new candidates, C, for the cell state which is defined as follows: C; = tanh(W¢ -
[hi—1.2, + bc]). In the following step the result of the input gate and the vector C
get combined.

3. The third step is updating the cell state Cy—1. This is done by multiplying f; from
the first step with Cy_;. With this we actually forget everything we wanted to
forget in the first step. Now we add the result of 4, * Cy which represents the new
values scaled by how much each state value is updated. C} is then simply defined
by Cy = fy % Cy_1 + it % Cy.

4. In the last step the output is decided, which depends on the cell state, but the
cell state Cy will be filtered by tanh first such that the values are scaled between
-1 and 1. Also the output gate calculates what we are going to output as follows
or = o(Wy[hi—1, ] + by). This leaves us with h; being defined as hy = o, * tanh(Cy)

LSTM was designed to alleviate the the problem of the vanishing gradient discussed in
Section 2.2.1. DiPietro R. et al. [7] explain why LSTM and GRU models handle the
vanishing gradient better than ordinary RNN models in the following way: Looking at
the equation Cy = fr % Cy_1 + iz * C, which describes the new cell state it is important
to see that there is only one path between C; and Cy_1 which is modelled by the forget
gate f;. However in the context of some time 7 where ¢ > 7 we can have exponentially
many paths from C; to Cy— but one of these paths is just the elementwise multiplication
of forget gates. This represents another gradient component which is the product of
diagonal Jacobians with diagonal elements corresponding to the forget gates. Which
means that the gradient can still vanish exponentially over 7, however this is not the
case if the forget gates have elements that are close to 1, because the base will also stay
close to 1. This is the reason, why the bias of forget gates is often initialized to some
positive number like 1 or 2.

Additionally to the "plain" LSTM model there exist various other models for example
LSTM models which introduce peepholes [16] or hybrid CNN-BIiLSTM [I7] models and
many more variations.
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Figure 2.9: LSTM Operators [13]
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Figure 2.10: Detailed LSTM architecture [13]

24 GRU

Gated Recurrent Units (GRUs) were introduced in 2014 by Kyunghyun Cho et al. [18].
In their paper, they compared two machine learning models, one being an RNN Encoder-
Decoder and the other being their new gated recurisve convolutional neural network.
Their new network replaces the Encoder part in the first model.

GRUs are a special case of LSTM networks [19]. It was found that performance in speech
signal modeling was similar to LSTM. Also the training time was shorter compared
to LSTM networks and it has fewer parameters since GRUs do not have output gates.
Essentially GRUs use two inputs at a given time, which are the previous input h(t — 1)
and the input vector z(t). Like mentioned earlier. GRU uses only 3 gates which are the
following:

z(t) describes the update gate vector
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r(t) describes the reset gate vector
“h: describes the resulting memory
h(t) describes the resulting memory

hy
h;.
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o o tanh
] J]
Xt

Figure 2.11: Detailed GRU architecture [13]

Mathematically these gates can be expressed in the following way [13]:

2t = U(Wz : [htfhxt])

re = o(Wy - [hi—1,4])

h; = tanh (W [rg * hy—1, 24])

ht:(l—zt)*htfl—i-zt*ﬁt

Compared to LSTM, GRU combines the forget and input gates to the single update gate
2z [13]. Also the cell state and hidden state are merged in combination with other smaller

changes.
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CHAPTER

Implementation

3.1 Used Technologies

For the development of the application, various technologies have been used. First of all,
Keras [20] was used to train all of the models. Keras is a deep learning API written in
Python, running on top of the machine learning platform TensorFlow. TensorFlow [21]
is an end-to-end open source platform for machine learning. It has a comprehensive,
flexible ecosystem of tools, libraries and community resources that lets researchers push
the state-of-the-art in machine learning (ML), and developers easily build and deploy
ML powered applications.

For faster training, the data [2] has been stored in an influxDB [22] to retrieve the data
faster. Also potential missing datapoints in the CSV data have been interpolated linearly
before inserting them into the database. After the training of the models is done, a
webserver running on Node.js is providing the trained models.

With all the aforementioned technologies the Web application which is built in angular
can download the desired model. After that the Web application can either evaluate a
model in a specific time range from the data or simulate a live prediction on the data [2].

To show the simulation or evaluation of a model to the user the plotly.js [23] library has
been used. Plotly.js is built on top of d3.js and stack.gl and is free as well as open source.
It is also possible to evaluate all of the models available and export the data as Excel
files which can be used to validate the results in this thesis.

The data which has been used comes from [2] and represents the total photovoltaic
power generation of Austria in the timeframe from 2015-01-01 to 2020-12-31 in 15 minute
timesteps.
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3.2 Architecture

This section describes the architecture used to generate and evaluate the machine learning
models. The architecture can be seen in Figure |3.1.

Architecture
Al Training - _
Framework » MNodejs Webserver
F 3 'y
L Y
Data Preparation » InfluxDB - » Frontend

Figure 3.1: Architecture of the implemented application

3.2.1 Data Preparation

The Data Preparation component is implemented with Python and can store two datasets
to the influxDB. First of all, it is used to store the relevant data from [2] in the influxDB.
The relevant data includes the date/time column and the AT _solar_ generation_ actual
column. In case timesteps are missing in the data, the missing timesteps are interpolated
linearly. The timestamps are in 15 minute intervals. The timesteps are from minute 00
to 15 to 30 to 45 and so on.

The second set of data is from [5] and ranges from the year 2015 to 2021. Every year
camet in its own file so the data was merged to one file. Furthermore, the data was
provided in 10 minute intervals so it was necessary to fit the timesteps in the 15 minute
intervals from the first dataset. This was also done with linear interpolation within
the minutes of 10 to 20 and 40 to 50 to get minute 15 and minute 45 of each hour,
respectively. The relevant data from the ZAMG dataset [5] is the cGLOm column. This
column represents the global radiation which is direct radiation and diffuse radiation
combined. The interpolated data of the second dataset got also inserted to influxDB.

3.2.2 influxDB

influxDB [22] is a timeseries database which allows for fast read and write access. It was
used because it is possible to query the data more easily compared to a CSV file which is
loaded via pandas [24] with Python. Also influxDB provides a useful webinterface which
allows to filter data quickly and it can display the queried data in a graph. Furthermore,
influxDB can run inside a docker container which emphasizes platform independence.
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Unlike conventional databases, influxDB uses flux instead of SQL which is a functional
data scripting language which is also used for querying data. This scripting language has
been used throughout the project. This is an example of the flux query language:

from(bucket: "photovoltaic_bucket")
| > range(start: -1d)
|> filter(fn: (r) => r._measurement == "mem"
and r._ field == "cGLOm")

This query selects measurements from the photovoltaic_ bucket in the last day and then
filters for a measurement called "mem" and a field which is called "¢cGLOm". The bucket
can be seen as a table like in ordinary SQL databases and the filter function acts like a
"where" clause. The influxDB is listening on port 8086.

3.2.3 Al Training Framework

The AI Training Framework is the core part of this thesis. It is implemented in Python
and has multiple purposes. First of all, it makes sure that the timeseries data is present
in the influxDB, otherwise the data gets inserted before anything else happens. This is
done by using the data preparation part of the project. After that it is possible to train
models. It is possible to train either LSTM or GRU models, and for each one can choose
if the training happens with or without solar irradiance data [5]. Also it can be decided,
if just a single model should be generated or if a set of models should be generated. If
the single model is chosen then the user has to fill in a config in the terminal. The single
training option allows to configure the following parameters:

o start date - specifies the startdate for the training date range.
o end date - specifies the enddate for the training date range.

e epochs - specifes the number of times the gradient descent algorithm goes through
the model.

¢ batch size - specifes the number of samples the gradient descent algorithm goes
through, before internal parameters of the model are updated.

e cut time from dataframe - lets the user choose if specific parts of the date range
should be removed for training (could be used to cut out nighttime to speed up
training time).

o foldername - specifies the name of the folder the generated model is going to be
stored.
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After parameter selection, the model is trained and stored. Also the configuration and
duration of the training is saved in the folder of the model. To save the model two
different methods are used. The first one being tensorflowjs version for Python which
can save a Keras model and as second option the model.save() function provided by the
Keras model itself. Exact implementation details of the LSTM and GRU models are
discussed in the LSTM and GRU sections below.

Furthermore, it is possible to generate a set of models automatically. The set consists of
models with the following epochs: 20, 40, 50, 60, 70, 100, 150 and the following batch
sizes: 32, 64, 128. This makes 21 different models. In order to reduce statistical errors
during training and therefore reduce outliers in the results each possible configuration
for a model gets generated 5 times which makes a total of 105 models.

3.2.4 Node.js Webserver

The Node.js webserver component is used as a static file server which provides the models
trained by the Al training framework. The Node.js webserver is serving the models on
port 81 and has 5 different endpoints which provide the models for Istm, Istm with solar
irradiance data, gru and gru with irradiance data, respectively. The last endpoint is used
to show the live simulation. To run the webserver on the Raspberry Pi permanently, the
npm package forever [25] is used. Forever is a simple CLI tool for ensuring that a given
script runs continuously.

Power Generation and Predictions

Choose model

Istm-100-32-fullDF-auto-model5

Enter a date range

1.9.2020 - 30.9.2020 B

Predict with selected LSTM Model Predict with all available LSTM Models

MSE of LSTM: 10,25

RMSE of LSTM: 3,20

MAE of LSTM: 1,79
Coefficient of LSTM: 0.99984

LSTM Predictions (2784)

—— ground truth
—— predictions

2015 2016 2017 2018 2019 2020 2021

Figure 3.2: Frontend after evaluation of a single model
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LSTM Predictions (2784)

— ground truth
predictions

Figure 3.3: Interactive graph zoomed in to predicted month

LSTM Predictions (2784)

400 —— ground truth

P
. predictions
d S

02:00 04:00 06:00 08:00 10:00 12:00 14:00 16:00 18:00 20:00
Sep 7, 2020

Figure 3.4: Interactive graph zoomed in to a day of the predicted daterange

3.2.5 Frontend

The last part is the frontend which is the second core part of the application. It is used
to evaluate trained models. For the evaluation, the desired model and desired date range
can be selected. After some time, depending on the length of the date range, the results
are displayed on the Web page and a graph is plotted which shows the groundtruth and
the predictions made by the model in the desired date range. It is possible to zoom into
the graph to see the differences of prediction and groundtruth in detail. Additionally,
it is possible to evaluate all models of the same kind at the same time. Therefore, the
frontend has a total of 4 routes corresponding to Istm, Istm with irradiance, gru and gru
with irradiance respectively. When evaluating in batches the results are rendered into a
table. As soon as the batch evaluation is finished the table can be exported as Excel file.

Another core part of the frontend is the live prediction of photovoltaic power output.
The last 7 ground truth values are fed into the model the user has to select. Then, the
application continuously predicts the photovoltaic power output of the next timestep. A
single timestep is, like the groundtruth, in 15 minute intervals. For the proof of concept
developed the timestep is reduced to 5 seconds to see the live graph in action. Every
5 seconds a prediction for the next 15 minute interval is predicted and the time gets
increased by 15 minutes. So the time is speed up.

Lastly every component of the application is platform independent and has been tested
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on Windows, macOS and Raspberry Pi OS.

3.3 LSTM

Figure 3.5 shows the structure of the LSTM model used in this thesis. x1, xs, ...z are
the ground truth values which are given to the model. This is followed by two dense
layers where ud; and uds describe the size of the output of the respective dense layer. In
this model, t was set to 200, ud; and uds to 100 and 7, respectively.

X4 @ Xp {} X {}
Initial = LSTM | ] LSTM LSTM

state

Unit1 [ Y] Unit2 [ ™| Unitn

7 7 7z

Dense Layer (udq)

7

Dense Layer (udp)

Figure 3.5: Structure of the LSTM model used for evaluation [26]

The LSTM Units use a rectified linear unit as activation function. Due to the struc-
ture of the LSTM model, the data needed to be put into a fitting shape. The input
shape to the LSTM Units is [number_of input_samples, number of timesteps, num-
ber of features]. In practise it could look like [35040, 7, 1] where 35040 is the number
of quarter hours in a whole year which is calculated with 96 x 365. 7 is the number of
timesteps which are fed into the model at a time and 1 is the number of features. In the
case where the solar irradiance data is also used the shape becomes [35040, 7, 2], since
for every timestep the photovoltaic power output and the solar irradiance data are fed
into the model. As loss function the mean squared error was used. The optimizer which
was used is adam [27]. The optimizer is used to adjust the weights and biases in a neural
network.

3.4 GRU

The structure of the GRU models is almost identically to the LSTM models. Looking
at Figure 3.5, the only difference is that the LSTM units are replaced with GRU units.
This was done to ensure the best comparability possible between the two models.



CHAPTER

Results

Three different machine learning models have been taken into account. Each of the
models uses a different count of epochs and batchsize. To reduce outliers, every model
has been trained and evaluated 5 times. After that the results have been normalized
using

(CU - wmin)

Tnorm =
(xmaac - $mzn)

Then, the average of the results has been calculated. Regarding the evaluation the terms
RMSE (root mean squared error), MAPE (mean relative percent error), MAE (mean
absolute error) and COEFF (pearson correlation coefficient) are defined as follows:

1 n
MAFE = —Z!mi—yi\
nz‘:l

100% <~ i — Ui
MAPE = m 12::1 | - |
Vi (@ =22 3 (v — )
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All models have been trained in the same timeframe ranging from 2019-08-01 00:00:00 to
2020-08-01 00:00:00. Also, each model has been evaluated in the same timeframe ranging
from 2020-09-01 13:45:00 to 2020-09-05 10:00:00.

Every model has been trained on the following setup:

o« CPU: AMD Ryzen™ 7 3700X

« RAM: 32GB DDR4 3200Mhz Corsair VENGEANCE® with XMP enabled
e Mainboard: MAG B550M MORTAR WIFI

e SSD: Samsung 980 1 TB PCle 3.0 NVMe

Operating System: Windows 10

Note that it was also tried to train the models on a MacBook Air with the M1 chip, but
these results were note representable, since in the longer runs, especially when training
models above 100 epochs, the laptop struggled with thermal throtteling.

The results below are all single step ahead forecasts which predict the next 15 minute
timeframe. All of the results have been made two times. One time with only one feature
as input which was just the previous time series. The second table of results always
shows the results with two input features where the first one is the previous time series
and the second one the solar irradiance from Wien Hohe Warte.

4.1 LSTM

Since the data in [26] got normalized, the results from Table |4.1 can be normalized
using Tmin = 0 and Ze, = 544 since 544 is the maximum value in the evaluation
timeframe. 4, = 944 would be the maximum value for the training data. For the
best result of Table 4.1, the normalized values using x4, = 944 are MSE = 0,010624
RMSE = 0,003353 MAE = 0,001939 COEFF = 0,001059. Comparing the results
with [26] is hard because the authors use a single 4kWp photovoltaic array which is way
more prone to weather phenomena compared to this thesis which uses photovoltaic data
from all of Austria combined.

4.1.1 LSTM with solar irradiance

It is immediately visible that the LSTM models trained with the solar irradiance data as
additional feature performs worse than the models from Table 4.1/ and Table 4.3, The
best model which is trained with solar irradiance has an MSE which is 20,7x worse
compared to the 100E-32B LSTM model without solar irradiance data. To understand
the decrease in performance, we take a look at the actual data and the irradiance
data during the testing timeframe in Figure |4.2. The lightblue line shows the current
photovoltaic power output and the purple line shows the current solar irradiance. The



4.1. LSTM
LSTM Model results

Model with configuration MSE RMSE MAE COEFF Time
20E-32B 10,36 3,22 1,84 0,99973 117,0s
20E-64B 12,40 3,51 2,15 0,99972 74,0s
20E-128B 12,27 3,49 2,09 0,99972 68,0s
40E-32B 11,58 3,40 1,99 0,99972 233,0s
40E-64B 11,45 3,38 1,99 0,99972 158,8s
40E-128B 10,19 3,19 1,88 0,99973 136,2s
50E-32B 11,44 3,37 1,96 0,99973 301,8s
50E-64B 12,42 3,46 2,04 0,99972 203,8s
50E-128B 11,22 3,35 1,98 0,99972 187 ,4s
60E-32B 10,94 3,31 1,97 0,99972 373,85
60E-64B 13,57 3,68 2,17 0,99971 255,0s
60E-128B 11,17 3,33 1,98 0,99972 229,65
70E-32B 11,51 3,38 1,92 0,99972 429.4s
7T0E-64B 13,03 3,57 2,06 0,99972 285,8s
70E-128B 12,28 3,49 2,03 0,99972 256,2s
100E-32B 10,03 3,17 1,83 0,99973 626,0s
100E-64B 10,30 3,20 1,83 0,99972 423,2s
100E-128B 10,25 3,20 1,87 0,99973 374,8s
150E-32B 13,98 3,68 2,21 0,99973 954,8s
150E-64B 11,15 3,33 1,92 0,99972 631,2s
150E-128B 10,42 3,22 1,85 0,99973 539,85
Average 11,52 3,38 1,98 0,99972 326,655

Table 4.1: Performance of different LSTM models

red boxes mark interesting spots, because the solar irradiance is going down significantly
while the photovoltaic poweroutput stays unaffected. Note that the current photovoltaic
output is measured in MW and the current solar irradiance is measured in W/m?. Since
photovoltaic output stays mostly unaffected by drops of the solar irradiance the question
arises how the model behaves. This becomes clear when looking at an arbitrary day in the
testing timeframe. For the example in Figure |4.1/ the timerange from 2020-09-01 13:45:00
to 2020-09-03 10:00:00 was predicted and the day 2020-09-02 was used as illustration
in Figure 4.1. The best LSTM model which was trained with solar irradiance, which
is 20E-64B, was used to do the prediction, which can be seen in Table 4.2. The model
20E-64B is the average of 5 generated models, for the predicition in Figure 4.1] the first
model of the 5 generated models was used. The MSE of the prediction was 160,25, but

the interesting part is how the graph of the groundtruth vs. predicted data looked like.

This can be seen in the top graph of Figure |4.1. Looking at the top graph there is a clear
shift of the orange line to the right when compared to the blue ground truth line. So

it was tested what happens if the prediction line is shifted by one timestep to the left.

This yielded an interesting result, because the prediction line almost perfectly matches
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the groundtruth. This finding suggests that the solar irradiance feature which was fed
to the model during learning was not a good feature for the model to rely on, so the
inputs of this feature are weighted down until it gets almost ignored. Due to that feature
being ignored it seems as if the models then decided to take the last value of groundtruth
which got fed into the model as the next result for the prediction. This would explain
why the prediction line almost perfectly fits the ground truth line after shifting. The
results when shifting the prediction are very close to perfect. MSE: 0,07 RMSE: 0,26:
MAE: 0,15 and a coefficient of 0,99627.

LSTM Models with solar irradiance results

Model with configuration MSE RMSE MAE COEFF Time
20E-32B 209,72 14,48 9,65 0,99634 117.4s
20E-64B 208,12 14,43 9,61 0,99638 81,8s
20E-128B 211,20 14,53 9,68 0,99633 69,0s
40E-32B 209,56 14,48 9,62 0,99635 233,2s
40E-64B 209,95 14,49 9,64 0,99635 167,0s
40E-128B 209,82 14,48 9,65 0,99634 147,0s
50E-32B 209,77 14,48 9,63 0,99635 293,25
50E-64B 209,85 14,49 9,65 0,99634 208,6s
50E-128B 211,15 14,53 9,69 0,99634 206,2s
60E-32B 209,89 14,49 9,64 0,99634 369,2s
60E-64B 210,71 14,52 9,65 0,99634 256,4s
60E-128B 209,64 14,48 9,64 0,99634 231,2s
70E-32B 210,03 14,49 9,63 0,99634 435,2s
70E-64B 209,98 14,49 9,64 0,99634 299,8s
70E-128B 210,71 14,52 9,66 0,99634 285,0s
100E-32B 209,21 14,46 9,62 0,99635 635,8s
100E-64B 209,76 14,48 9,63 0,99634 397,0s
100E-128B 211,32 14,54 9,65 0,99632 370,8s
150E-32B 209,66 14,48 9,63 0,99634 918,8s
150E-64B 210,00 14,49 9,63 0,99634 565,6s
150E-128B 210,12 14,50 9,64 0,99634 569,4s
Average 209,99 14,43 9,64 0,99634 326,56s

Table 4.2: Performance of different LSTM models trained with solar irradiance data

One reason why the dips in solar radiation are not present in the photovoltaic power
output chart might be due to the fact that Vienna has very little photovoltaic systems
compared to other federate states of Austria. The distribution can be seen in [28]. Also
when looking at the total power output of the photovoltaic systems in [28], we can see
that Vienna is not really relevant compared to other federate states.
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Figure 4.1: Solar model original result vs. shifted result
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Figure 4.2: Current photovoltaic output and solar irradiance compared

4.2 GRU

For the GRU models in Table |4.3, we can see a clear winner which is the GRU-150E-64B
model. The MSE of this model is 2,52 below average of all GRU models. Compared to
the LSTM models, its MSE is better by 1,07. Comparing the training times between
the best GRU model and the best LSTM model we get an average of 826,5 seconds for
the GRU-150E-64B model and an average of 326 seconds for the LSTM model. This
means GRU-150E-64B needs 253% more time to train compared to LSTM-70E-32B, on
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Figure 4.3: Photovoltaic systems per 1000 residents in local Austrian communities

the other hand its performance regarding the MSE is 11% better. So the takeway is: if
training time does not matter then the GRU-150E-64B should be used, otherwise the
LSTM-100E-32B.

Looking at all GRU models, we see that they have a better performance on average
compared to the average of all LSTM models.

4.2.1 GRU with solar irradiance

Similar to the results from the LSTM models with solar irradiance the performance
is almost identically bad. Compared to the GRU models which were trained without
solar irradiance data, the average performance is 18.31x worse. Comparing the best
performance of GRU and GRU with solar irradiance data 20E-64B performs 23, 30 %
worse than 150E-64B. Looking at the visuals of the results, the prediction vs. ground
truth chart is also almost identical to the shifting observed in Figure [4.1. Due to this
fact, it seems that the GRU models which were trained with solar irradiance data learned
the same behavior as the LSTM models trained with solar irradiance data. A screenshot
of the web application can be seen in Figure 4.4

4.3 Web application on Raspberry Pi

Like stated in the goals section, the Web application has been built and deployed on a
Raspberry Pi 4 Model B 8GB. The Web application got deployed via a Node.js server
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GRU Model results

Model with configuration MSE RMSE MAE COEFF Time
20E-32B 10,95 3,30 1,95 0,99972 151,6s
20E-64B 13,67 3,65 2,15 0,99973 87,4s
20E-128B 11,73 3,42 2,08 0,99972 74,0s
40E-32B 10,83 3,29 1,89 0,99972 267,2s
40E-64B 12,69 3,53 2,06 0,99970 182,4s
40E-128B 11,42 3,37 1,99 0,99972 151,8s
50E-32B 13,38 3,63 2,16 0,99972 361,2
50E-64B 11,74 3,41 1,99 0,99973 251,65
50E-128B 11,52 3,38 2,04 0,99972 210,4s
60E-32B 10,24 3,20 1,87 0,99972 434,48
60E-64B 12,18 3,47 2,04 0,99973 300,6s
60E-128B 11,77 3,42 2,03 0,99971 266,2s
70E-32B 16,55 3,97 2,35 0,99973 551,2s
7T0E-64B 10,66 3,26 1,84 0,99973 364,6s
70E-128B 10,34 3,21 1,88 0,99972 298,45
100E-32B 10,09 3,17 1,82 0,99973 7484
100E-64B 10,64 3,26 1,90 0,99974 511,4s
100E-128B 10,36 3,21 1,84 0,99973 440,8s
150E-32B 11,39 3,36 1,93 0,99972 1095,6s
150E-64B 8,96 2,99 1,72 0,99974 711,2s
150E-128B 9,92 3,15 1,79 0,99973 614,0s
Average 11,48 3,375 1,97 0,99973 437,30s

Table 4.3: Performance of different GRU models

running on the Raspberry Pi. The required influxDB and the Node.js webserver which
serves the models is running on a local machine in the network. In the liveview, the user
is able to view the 4 best models of each table in the results of this thesis. The 4 models
predict the current groundtruth step, which is in 15 minute intervals, and the predictions
get rendered in the graph. The user is able to speed up or slow down the simulation and
can stop and resume it. Currently the maximum is about 8 to 10 predictions per second
while rendering the graph and viewing the graph via teamviewer.
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Figure 4.4: Web application running the live simulation on a Raspberry Pi 4 Model B
8GB
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GRU Models with solar irradiance results

Model with configuration MSE RMSE MAE COEFF Time
20E-32B 208,99 14,46 9,63 0,99635 156,4s
20E-64B 208,85 14,45 9,62 0,99636 103.4s
20E-128B 210,75 14,52 9,64 0,99635 74,0s
40E-32B 209,62 14,48 9,62 0,99635 297,6s
40E-64B 210,18 14,50 9,64 0,99635 198,85
40E-128B 210,51 14,51 9,65 0,99635 194,85
50E-32B 211,09 14,53 9,65 0,99634 4254
50E-64B 213,33 14,60 9,68 0,99636 252,0s
50E-128B 209,09 14,46 9,62 0,99635 209,2s
60E-32B 209,69 14,48 9,65 0,99635 460,0s
60E-64B 209,65 14,48 9,63 0,99635 321,8s
60E-128B 210,94 14,52 9,64 0,99635 260,0s
70E-32B 209,85 14,49 9,63 0,99634 570,4s
70E-64B 210,76 14,52 9,64 0,99635 375,08
7T0E-128B 209,69 14,48 9,65 0,99634 308,8s
100E-32B 209,60 14,48 9,63 0,99634 746,4s
100E-64B 213,17 14,60 9,68 0,99635 539,8s
100E-128B 209,73 14,48 9,63 0,99634 414,2s
150E-32B 209,92 14,49 9,63 0,99634 1155,6s
150E-64B 209,24 14,47 9,62 0,99635 826,2s
150E-128B 209,63 14,48 9,63 0,99634 688,63
Average 210,20 14,50 9,64 0,99635 408,50s

Table 4.4: Performance of different GRU models trained with solar irradiance data
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CHAPTER

Summary

5.1 Conclusion

The aim of this thesis was to compare the performance of different types of machine
learning models with different parameters for forecasting the total photovoltaic power
generation in Austria. To accomplish this, 420 models were trained, 105 for each type of
machine learning model, to predict the photovoltaic power output of the next timestep.
The results show that the best performing model on average over 5 models is the GRU
model with 150 epochs and a batchsize of 64 (GRU-150E-64B) with an MSE of 8.96.
It took 711 seconds to train this model which is above the average training time of all
model types. If a short training time matters then other models will suit better. Looking
at the filesize of the models the GRU models are smaller compared to the LSTM models
by about 158KB. The reason why the models trained with additional solar data are so
much worse is due to the fact that the solar irradiance data does not add meaningful
value to the photovoltaic output in this setting, which can be seen in Figure |4.2. The
insight that the additional solar irradiance data from Wien Hohe Warte can worsen the
performance of the models so much is an important takeway of this thesis. Another goal
was to setup a Web application on a Raspberry Pi which shows the predictions of the
models in a live simulation, which was successfully accomplished. Additionally. the Web
application is able to benchmark all models in a custom timerange [29].

5.2 Future Work

In a future extension, more different types of machine learning models like BiILSTM, CNN-
LSTM or transformers can be benchmarked. Additionally to that more features could
be useful to improve the models, especially if multistep-ahead forecasting is introduced.
Also there could be more variety regarding hyperparameters. Additional parameters like
temperature or humidity could be useful, if this data is available from multiple locations
spread all over Austria to exclude local phenomena. Furthermore, the application can be
extended by allowing the user to select which models they would like to view in the live
view.
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