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#### Abstract

The purpose of this paper is to introduce frameworks based on data-flow equations which provide for estimating the worst-case execution time (WCET) of (real-time) programs. These frameworks allow several different WCET analysis techniques, which range from naïve approaches to exact analysis, provided exact knowledge on the program behaviour is available. However, data-flow frameworks can also be used for symbolic analysis based on information derived automatically from the source code of the program.

As a byproduct we show that slightly modified elimination methods can be employed for solving WCET data-flow equations, while iteration algorithms cannot be used for this purpose.


## 1. Introduction

Data-flow analysis is primarily used by compilers to optimize the performance of the generated code (cf. [ASU86]). Data-flow analysis algorithms are also used to solve problems in verification, debugging, testing, parallelization, vectorization and parallel programming environments. They provide information about a program or environment without executing the code.

A lot of theoretical results on data-flow frameworks has been derived (cf. e.g. [KU76, KU77]) and a large number of algorithms has been developed (cf. e.g. [AC76, GW76, HU77, Sre95, SGL98, Tar81a, Tar81b]). See [MR90, RP86] for an overview.

Worst-Case Execution Time (WCET) analysis does not have such a long-standing tradition (cf. e.g. [CBW96, HS91, ITM90, NP93, Par93, PK89, PS97, Sha89]). Designers of real-time programming languages usually restrict language features in order to make it possible to guarantee time bounds and introduce new language features to let the programmer add extraneous information on the algorithms which cannot be determined from the source code.

Several different approaches to WCET analysis have been pursued. The most important ones are described shortly in the following:

1. In [KS86, HS91] Real-Time Euclid, a language for implementing real-time systems, is presented. Real-Time Euclid prohibits the use of recursions and goto-statements. Loops are restricted to time bounded loops and simple forloops. An algorithm for calculating an upper bound of the WCET of RealTime Euclid programs is described in [SHH91].

Although in the meantime it has been proved that more general loopstatements can be used in real-time programming languages (cf. [Bli94]) and that recursion can be employed without harm in real-time systems (cf. [BL96, Bli00]), the concept of schedulability analysis, which is also introduced in [HS91], is still very important for real-time applications.

One of the minor results of this paper is that goto-statements can be used for implementing real-time systems without prohibiting schedulability analysis, i.e., although gotos are present in a program, its WCET can be determined

[^0]effectively. We would like to note that this result sets theoretical foundations of real-time systems and does not give arguments of whether gotos should be used in programming using high-order programming languages or not.
2. The idea to estimate WCET of programs written in higher-level languages has been introduced in [Sha89]. So-called schemas are used to estimate the best and worst-case execution time of statements of higher-level languages and an extension of Hoare logic (cf. [Hoa69]) is employed to prove the timeliness (and correctness) of real-time programs. The method is also able to handle certain real-time language constructs such as delays and time-outs.

Although Hoare logic is employed, the user has to give constant loop bounds in order to let the compiler determine upper and lower bounds of the number of iterations of a loop.
3. Continuing and extending [Sha89] best and worst-case execution time is estimated by employing static and dynamic program paths analysis in [Par93]. This is done by specifying program paths by regular expressions. Since processing this information sometimes requires exponential time, an interface definition language is introduced which allows efficient analysis but does not have the expressive power of regular expressions.
4. Determining the execution time of a code segment is also mentioned in [GR91]. Real-time concurrent C uses a tool which originally is based on [MACT89].
5. In [PK89] language constructs have been introduced in order to let the programmer integrate knowledge about the actual behavior of algorithms which cannot be expressed using standard programming language features. These constructs are scopes, markers, and loop sequences. Markers are used to define the number of loop iterations if this number cannot be estimated from the program automatically, e.g., if a general loop is used. Nevertheless all loops are forced to have a constant upper bound.
6. In [PS97] an integer linear programming approach (similar to that of [LM95]) is employed, which together with so-called T-graphs is used to determine the WCET of real-time programs. A T-graph is similar to a control flow graph (CFG) of a program. In fact, a T-graph is dual to its corresponding CFG, which means that the nodes of the T-graph can be mapped to the edges of the CFG and the edges of the T-graph can be mapped to the nodes of the CFG.

In [PS97] it is proved that the employed method can be used to determine the exact timing behavior of a program and not only an upper bound of it. This can also be proved for our approach. In addition our symbolic approach can handle formal and generic parameters (cf. [Ada95]) too.
7. Partial evaluation is used in [NP93] to estimate the execution time of programs at compile time. This is done by use of compile time variables, i.e., a variable whose value is definitely known at compile time. Taking advantage of these values, programming language constructs can be simplified thereby speeding up the program in most cases.

This approach does not need to restrict programming language constructs such as loops, recursion, or dynamic storage allocation as long as compile time known values are involved. It can even solve certain simple problems of concurrent programming and synchronization of concurrent processes at compile time.
8. In [CBW96] WCET analysis and program proof are combined for the SPARK Ada subset (cf. [CJM $\left.{ }^{+} 92\right]$ ). It is based on a slight generalization of [Tar81b]. The method allows WCET analysis depending on the program's input data, but not in such a general manner as described in this paper. In particular, the modes introduced in [CBW96] appear automatically in our approach.

```
procedure power( \(\mathrm{x}, \mathrm{n}\) : positive; y : out positive) is
    h : positive; -- Node 1
    l : positive \(:=\mathrm{x} ; \quad\)-- Node 1
    e: positive :=n; -- Node 1
begin
    \(\mathrm{y}:=1 ; \quad\)-- Node 1
    while \(\mathrm{e}>0\) loop -- Node 2
        \(\mathrm{h}:=\mathrm{e} \bmod 2 ; \quad\)-- Node 3
        \(\mathrm{e}:=\mathrm{e} / 2 ; \quad\)-- Node 3
        if \(\mathrm{h}=1\) then \(\quad--\quad\) Node 3
            \(\mathrm{y}:=\mathrm{y} * \mathrm{l} ; \quad\)-- Node 4
        end if;
        \(\mathrm{l}:=\mathrm{l} * \mathrm{l}\); \(\quad\)-- Node 5
    end loop;
end power;
```

Figure 1. A Simple Procedure for Raising to a Power

This paper introduces frameworks based on data-flow equations that provide for estimating the WCET of real-time programs. These frameworks allow several different WCET analysis techniques with various precisions, which range from naïve approaches to exact analysis, provided exact knowledge on the program behavior is available. In addition, data-flow frameworks can also be used for symbolic analysis based on information derived automatically from the source code of the program.

In Section 2 we give a short overview of data-flow frameworks and their most important properties. In Section 3 we set up a simple data-flow framework for WCET analysis which includes most of the state-of-the-art WCET analysis techniques. In Section 4 we provide a fully oracle-based data-flow framework for WCET analysis, which can be shown to produce the exact timing behavior of the underlying program. Section 5 is devoted to symbolic evaluation techniques which can be used to replace the oracle from Section 4. Section 6 discusses our results and compares them to other approaches known from literature.

The underlying program representation of our model is the control flow graph $(C F G)$, a directed labeled graph. Its nodes are the program statements, whereas its edges represent transfers of control between basic blocks. We assume that the WCET of each basic block is fixed and can be determined at compile time, i.e., we do not consider effects of caching or pipelining. Cache hit/miss prediction with help of symbolic evaluation is presented in [BFS00]; symbolic analysis of pipelining will be treated in a forthcoming paper.

Example 1. We use a running example shown in Figure 1. The corresponding control flow graph ( $C F G$ ) is depicted in Figure 2. The comments added at statements in Figure 1 indicate in which node of the control flow graph they are contained. Edges in the CFG show possible flow of control in procedure power. Note that an extraneous edge from node entry to node exit has been inserted which has no correspondence to the actual data-flow in procedure power; it is present to simplify algorithms based on the CFG.

Remark 1.1. Throughout the paper we use the following notational conventions:

1. We write $\lfloor x\rfloor$ to denote the smallest integer greater or equal to $x$.
2. By $\lceil x\rceil$ we denote the greatest integer smaller or equal to $x$
3. By ld $x$ we denote the binary logarithm of $x$ and by $\log x$ the natural logarithm of $x$.
4. The empty set is denoted by $\emptyset$.


Figure 2. Control Flow Graph of Power Example

## 2. Data-Flow Frameworks

In this section we give a short overview of data-flow frameworks. In most cases we will use the notation and definitions given in [MR90].

In general data-flow analysis algorithms gather facts about the use and definition of data, and information about control and data dependencies in programs. Data-flow frameworks are algebraic structures used to encode and solve data-flow problems. A data-flow framework for a problem involves a flow graph, a semilattice of values, and a set of functions from the semilattice to itself. In the following we give definitions and important properties of data-flow frameworks.

Definition 2.1. A data-flow framework $D$ is a quadruple

$$
D=\langle G, L, F, M\rangle
$$

where

$$
G=\langle V, E, \rho\rangle
$$

is the flow-graph, where $V$ is the set of vertices, $E$ is the set of edges and $\rho$ is the unique entry node and the in-degree of $\rho$ is zero,

$$
L=\langle A, \underline{0}, \underline{1}, \wedge\rangle
$$

is a meet semilattice, that is

- $A$ is a set (often a power set),
- $\underline{0}$ and $\underline{1}$ are distinguished elements of $A$,
- $\wedge$ is an operation meet with the following properties:
$\wedge$ is commutative and associative
$a \wedge a=a$
$a \wedge \underline{0}=\underline{0}$
$a \wedge \underline{1}=a$
$F$ is a class of functions

$$
F \subseteq\{f: L \rightarrow L\}
$$

- $F$ contains the identity function $\imath$, and
- usually the constant functions $\overline{0}$ and $\overline{1}$, and
- is closed under composition and pointwise meet; that is,

$$
\forall f, g \in F: f \circ g \in F
$$

(where the notation $f^{k}$ represents iterated composition of $f$ and $f^{0}=\imath$ ), and

$$
\text { if } h(x)=f(x) \wedge g(x), \text { then } h \in F \text {; }
$$

and

$$
M: E \rightarrow F
$$

If $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is a path in $G$ with $e_{i}=\left(p_{i-1}, p_{i}\right)$, then

- $M(\Lambda)=\imath$ where $\Lambda$ is the empty path and
- $M(p)=M\left(e_{n}\right) \circ M\left(e_{n-1}\right) \circ \cdots \circ M\left(e_{1}\right)$.

The meet operation implies a reflexive partial order $\leq$ defined by

$$
a \leq b \text { iff } a \wedge b=a
$$

Example 2. A well-known data-flow problem is the Reaching Definitions Problem (cf. e.g. [ASU86, MR90]): A given variable X may be defined in several basic blocks of the procedure, and the interesting question is: Which of these definitions reach the entry to some other basic block? This information could be used to answer the questions: Which definitions of $X$ reach a given use of $X$ in an expression? Is $X$ used anywhere before it is defined?

A definition $d$ of X in block $B$ is downward-exposed if no other definition of X occurs after $d$ in $B$. A downward-exposed definition of $X$ in block $B^{\prime}$ reaches the entry of block $B$ if there is a path from the exit of $B^{\prime}$ to $B$ on which no other definition of X occurs.

This leads to the following set of equations:

$$
\begin{aligned}
& \operatorname{Reach}(B)=\bigcup_{B^{\prime} \in \operatorname{Preds}(B)}\left[\operatorname{Reach}\left(B^{\prime}\right) \cap \operatorname{Pres}\left(B^{\prime}\right) \cup \operatorname{Gen}\left(B^{\prime}\right)\right] \\
& \operatorname{Reach}(\rho)=\emptyset
\end{aligned}
$$

where Reach $(B)$ is the set of definitions reaching the top of $B$, $\operatorname{Preds}(B)$ is the set of predecessors of $B, \operatorname{Pres}(B)$ is the set of definitions preserved through $B$ (that is, not superseded by more recent definitions), and $\operatorname{Gen}(B)$ is the set of downward-exposed definitions generated in $B$.

The flow-graph $G$ of the reaching definitions problem is the flow-graph of the underlying procedure. $L$ is the power set lattice on the set of downward-exposed definitions in the procedure (with the reversed order, meet is union, $\underline{1}=\emptyset$ and $\underline{0}=$ the universal set of all downward-exposed definitions). $F$ is the set of functions $\{f(X)=X \cap A \cup B \mid A, B \in L\} ;$ and $M$ is the mapping assigning to an edge $\left(B, B^{\prime}\right)$ the function $f(X)=X \cap \operatorname{Pres}(B) \cup \operatorname{Gen}(B)$.

In the following we will give some properties of data-flow frameworks. Many more and more restrictive properties are discussed in literature. Since, however, our intention is primarily in proving and disproving properties of data-flow frameworks for worst-case execution time analysis, we restrict our interest to the following properties.

## Properties 2.1.

1. A semilattice $L$ is closed under finite meets if it is closed under arbitrary nonempty meets. If it is also closed under arbitrary infinite meets, it is called closed under infinite meets [Kil73].
2. A semilattice has the descending chain condition (d.c.c.) if any descending chain of semilattice elements

$$
x_{1}>x_{2}>\ldots
$$

is finite. The relation $>$ is defined by

$$
a>b \quad \text { iff } a \geq b \text { and } a \neq b
$$

3. A function $f$ is monotone if

$$
\forall f \in F \forall x, y \in L: x \leq y \Rightarrow f(x) \leq f(y)
$$

$f$ is distributive if

$$
\forall f \in F \forall x, y \in L: f(x \wedge y)=f(x) \wedge f(y)
$$

and continuous for (in)finite meets if $L$ is closed under arbitrary (non-empty) (in)finite meets and

$$
\forall f \in F \forall \text { non-empty sets }\left\{x_{i}\right\}_{i \in I} \subseteq L: f\left(\bigwedge_{i \in I} x_{i}\right)=\bigwedge_{i \in I} f\left(x_{i}\right)
$$

4. For $f \in F$, define

$$
f^{[k]}=\bigwedge_{i=0}^{k-1} f^{i}
$$

We say that $F$ is bounded if for any $f \in F$ the chain $\left\{f^{[i]}\right\}$ is finite.
5. $f^{@}$ is called a pseudo-transitive closure of $f$ if
(a) $f^{@}(x) \leq f^{i}(x) \forall x \in L, i \geq 0$, and
(b) if $x \in L$ is such that $x \leq f(x)$ then $x \leq f^{@}(x)$.

Example 2. The reaching definition problem is monotone and distributive, closed under infinite meets and continuous for infinite meets, $F$ is bounded* and it has a pseudo-transitive closure. ${ }^{\dagger}$

The set of equations for the reaching definitions problem of the power example is shown in Table 1 where we have written $X_{i}$ instead of $\operatorname{Reach}\left(B_{i}\right)$. Note that we can restrict our interest to the variables $e, h, l$, and $y$ because $x$ and $n$ cannot not be overwritten within procedure power (compare [Ada95] for semantic details).

We will use this set of equations in the following to solve the reaching definitions problem by an iteration algorithm.

[^1]\[

$$
\begin{aligned}
& X_{\text {entry }}=\emptyset \\
& X_{\text {exit }}=X_{2} \cap\{e, h, l, y\} \cup \emptyset \\
& X_{1}=X_{\text {entry }} \cap\{e, h, l, y\} \cup \emptyset \\
& X_{2}=\left(X_{1} \cap\{h, y\} \cup\{e, l\}\right) \cup\left(X_{5} \cap\{e, h, y\} \cup\{l\}\right) \\
& X_{3}=X_{2} \cap\{e, h, l, y\} \cup \emptyset \\
& X_{4}=X_{3} \cap\{l, y\} \cup\{e, h\} \\
& X_{5}=\left(X_{3} \cap\{l, y\} \cup\{e, h\}\right) \cup\left(X_{4} \cap\{e, h, l\} \cup\{y\}\right)
\end{aligned}
$$
\]

Table 1. Set of Equations for Reaching Definitions Problem of Power Example

| $X_{\text {entry }}$ | $\{e, h, l, y\}$ | $\emptyset$ |
| :--- | :--- | :--- |
| $X_{\text {exit }}$ | $\{e, h, l, y\}$ | $\{e, h, l, y\}$ |
| $X_{1}$ | $\{e, h, l, y\}$ | $\emptyset$ |
| $X_{2}$ | $\{e, h, l, y\}$ | $\{e, h, l, y\}$ |
| $X_{3}$ | $\{e, h, l, y\}$ | $\{e, h, l, y\}$ |
| $X_{4}$ | $\{e, h, l, y\}$ | $\{e, h, l, y\}$ |
| $X_{5}$ | $\{e, h, l, y\}$ | $\{e, h, l, y\}$ |

Table 2. Results of Reaching Definitions Problem of Power Example Obtained by an Iteration Algorithm

1. We first initialize the variables $X_{\text {entry }}, \ldots, X_{5}$ to $\{e, h, l, y\}$ the zero element (ㅇ) of the underlying semilattice.
2. Then according to the set of equations in Table 1, we produce new values for the variables $X_{\ldots}$ by inserting the old ones on the right side of the equations.
3. This procedure is continued until no change in $X \ldots$ occurs.

We obtain the results in Table 2. As can be seen the algorithm "converges" very fast, which is a great advantage of iteration algorithms. However, as we will see in the following section, they cannot be employed for every data-flow framework.

## 3. A Data-Flow Framework for Simple WCET

In this section we define a simple data-flow framework for worst-case execution time analysis. The idea is based on methods for WCET analysis widely used in literature, e.g. [PK89, Sha89, HS91, ITM90, GR91]. In general, WCET analysis has to deal with two problems ${ }^{\ddagger}$ :

1. Determine the timing behavior of if-then-else statements.
2. Determine the number of loop iterations.

Our simple approach handles case (item 1) by defining that (roughly speaking) the WCET of an if-then-else statement is equal to the maximum of the WCET of the then- and the else-branch. In case (item 2) we assume that there is an oracle which when given a certain loop statement, returns the (maximum) number of iterations of that loop. Usually the programmer has to state in the program code how often a certain loop iterates, i.e., it is assumed that the programmer has knowledge which cannot be derived from the source code alone. In this case the programmer takes the part of the oracle.

We define a semilattice based on set $T$, the set of time values. Time can be measured either by natural numbers (e.g. number of machine cycles) or by real numbers. Thus $T$ is either equal to $\mathbb{N}_{0}$ or to $\mathbb{R}_{0}^{+}$.

[^2]We associate with each basic block $B$ a number $\tau_{B} \in T$ which accounts for the time used by the execution of $B$. We assume that each $\tau_{B}$ is invariable, i.e., the timing behavior of a basic block does not change if it is executed several times. This excludes effects of caching or pipelining from our model. Some research on this subject has been conducted (cf. [HBW94, HWH95, LL94, AMWH94]) but these issues are out of the scope of this paper. In [BFS00] cache hit analysis is performed with help of symbolic evaluation.

The data-flow framework defined below will allow for estimating the overall timing behavior of a procedure by employing solution algorithms well-known for "classic" data-flow frameworks.

## Definition 3.1.

$$
L=\left\langle\mathbb{N}_{0}\left(\mathbb{R}_{0}^{+}\right), 0, \wedge\right\rangle
$$

where $\mathbb{N}_{0}=\{0,1,2,3, \ldots\}$ is the set of non-negative integers, $\mathbb{R}_{0}^{+}=\{x \geq 0 \mid x \in \mathbb{R}\}$ is the set of non-negative real numbers, and where for all $a, b \in \mathbb{N}_{0}\left(\mathbb{R}_{0}^{+}\right)$

$$
a \wedge b:=\max (a, b)
$$

We call this operator the max meet operator.
The relation imposed by this meet operator is $\geq$.
Remark 3.1. Note that the lattice defined in Definition 3.1 is infinite, i.e., there is a $\underline{0}$ but no 1 -element.

## Properties 3.1.

1. $L$ does not have d.c.c. because $L$ is infinite.
2. $L$ is closed under finite meets. $L$ is not closed under infinite meets, e.g.

$$
\bigwedge_{i=1}^{\infty} i \rightarrow \infty \notin L
$$

3. $L$ is continuous for finite meets.

Definition 3.2. The function space $F$ is defined by

$$
F=\left\{f_{c}(x)=x+c\right\}, \quad \text { where } x, c \in \mathbb{N}_{0}\left(\mathbb{R}_{0}^{+}\right)
$$

## Properties 3.2.

1. $F$ is monotone and distributive.

Proof. For all $f_{c} \in F$ and for all $x, y \in L$

$$
x \geq y \Rightarrow f_{c}(x)=x+c \geq y+c=f_{c}(y)
$$

Thus $F$ is monotone.
For all $f_{c} \in F$ and for all $x, y \in L$

$$
\begin{aligned}
& f_{c}(x \wedge y)=\max (x, y)+c=\max (x+c, y+c)= \\
& \max \left(f_{c}(x), f_{c}(y)\right)=f_{c}(x) \wedge f_{c}(y)
\end{aligned}
$$

Thus $F$ is distributive.
2. $F$ is continuous for finite meets.
3. $F$ is not bounded.

Proof.

$$
\begin{aligned}
f_{c}^{[k]}(x)= & \operatorname{Max}_{i=0}^{k-1}\left(f_{c}^{i}(x)\right)=\operatorname{Max}_{i=0}^{k-1}(x+i \cdot c)= \\
& x+\operatorname{Max}_{i=0}^{k-1}(i \cdot c)=x+(k-1) \cdot c
\end{aligned}
$$

$$
\begin{array}{ll}
X_{\text {entry }} & =\tau_{\text {entry }} \\
X_{\text {exit }} & =\max \left(X_{\text {entry }}, X_{2}\right)+\tau_{\text {exit }} \\
X_{1} & =X_{\text {entry }}+\tau_{1} \\
X_{2} & =\max \left(X_{1}, X_{5}\right)+\tau_{2} \\
X_{3} & =X_{2}+\tau_{3} \\
X_{4} & =X_{3}+\tau_{4} \\
X_{5} & =\max \left(X_{3}, X_{4}\right)+\tau_{5}
\end{array}
$$

Table 3. Set of Equations for Power Example
4. There does not exist a pseudo-transitive closure for $F$.

Proof. A function $f^{@}$ does not exist for all $x \in L, i \geq 0$ such that

$$
f_{c}^{@}(x) \geq f_{c}^{i}(x)=x+i \cdot c .
$$

Definition 3.3. The mapping $M$ assigns to an edge $\left(B, B^{\prime}\right)$ the function $f_{\tau_{B}}(x)=$ $x+\tau_{B}$.

Remark 3.2. Since $M(e)$ does not depend on the target, but only on the source of $e, M$ could be viewed as defined on $V$ alone.

Definition 3.4. Definition 3.3 results in the following set of WCET equations

$$
\begin{aligned}
& \operatorname{WCET}(B)=\operatorname{Max}_{B^{\prime} \in \operatorname{Preds}(B)}^{\operatorname{MCET}\left(B^{\prime}\right)+\tau_{B}} \\
& \operatorname{WCET}(\rho)=\tau_{\rho}
\end{aligned}
$$

where $\operatorname{Preds}(B)$ denotes the set of predecessors of $B$ and $\tau_{B} \in T$ is the time used to execute basic block $B$.

Example 1. The set of equations for our example is shown in Table 3. For sake of simplicity we write $X_{i}$ instead of $\operatorname{WCET}\left(B_{i}\right)$.

From the properties derived above the following observation can be proved easily.
Observation 1. If the control flow graph $G=(V, E, \rho)$ contains loops, the WCET data-flow framework defined in Definition 3.4 cannot be solved by iteration algorithms.

Proof. Since $L$ does not have d.c.c. and $F$ is not bounded, each loop statement implies that the WCET-values increase permanently.

Hence the iteration does not converge.
As an example use the set of equations in Table 3 with arbitrary starting values. Insert these values on the right side of the equations, then perform this procedure with the new values, and so on.

Remark 3.3. Note that iteration algorithms do not make use of the oracle. In contrast, as will be shown below, elimination methods can exploit this information quite well.

In the following we will show how the data-flow framework for WCET analysis can be solved by elimination algorithms. Our arguments are based on [Pau88].

The starting point of [Pau88] are recursive definitions or equations. These equations are solved by first building a dependency graph. The dependency graph
contains an edge from $x_{1}$ to $x_{2}$ if the variable $x_{2}$ appears on the right side of the equation for $x_{1}$.

If the dependency graph is acyclic, the set of equations can be solved by simple insertions, thereby eliminating one variable after the other. If it contains cycles, insertions alone are not enough to obtain a solution. However, if a rule is available for replacing such an equation with one in which the left variable does not appear on the right, with a guarantee that any solution to this new equation set will satisfy the original, then it becomes possible to move the elimination process forward. Such a rule is called loop-breaking rule.

More formally, assume a set of equations $E$ of the form

$$
\left\{E_{i}: x_{i}=W_{i}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right) \mid i=1, \ldots, n\right\}
$$

where $E_{i}$ is the label for the $i$ th equation. For each legitimate selection of values in their respective domains assigned to the right side variables $\left\{x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right\}$, $W_{i}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right)$ is constructible and has a single value. The set of values that $W_{i}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right)$ takes, as the right side variables assume all their legitimate values, has a partial ordering, inducing the relation $\leq$.

A substitution transformation of $E, s(E, i, j)$, for $1 \leq i, j \leq n$, yields the result of substituting the right side of $E_{i}$ for an occurrence of $x_{i}$ on the right side of equation $E_{j}, i \neq j$, and simplifying the resultant right side of $E_{j}$ according to identities relating different expressions of $W_{i} . s(E, i, j)$ differs from $E$ at most in having different $E_{j}$ equations. $s(E, i, j)=E$ if $x_{i}$ does not occur non-trivially in $W_{j}$.

An equation $E_{i}$ is said to have a loop-breaking rule if there is an equation

$$
e_{i}: x_{i}=w_{i}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right) \quad(=b(E, i))
$$

for $x_{i}$ in which
LB-1: $x_{i}$ does not occur (non-trivially) on the right of $e_{i}$.
LB-2: No variable that was not originally on the right is introduced.
LB-3: Every solution to $e_{i}$ is a solution to $E_{i}$.
LB-4: For every solution $S$ to $E_{i}$, there is a solution $s$ of $e_{i}$ so that $s \leq S$.
A set of equations $E$ is said to have a loop-breaking rule if for each equation in $E$ and for any equation resulting from $E$ by a sequence of substitutional and loop-breaking transformations, there is a loop-breaking rule.

## Properties 3.3.

1. Each solution of $s(E, i, j)$ is a solution of $E$ and vice versa.
2. Each solution $s$ of $b(E, i)$ is a solution to $E_{i}$, and for every solution $S$ to $E$, there is a solution $s$ of $b(E, i)$ so that $s \leq S$.
3. If a sequence of applications of transformations to a set of equations $E$ produces the set $E^{\prime}$, then the solution to $E^{\prime}$ is also a solution to $E$, and if $\mathrm{SOL}=\left\{x_{i}=S_{i} \mid i=1, \ldots, n\right\}$ is a solution to $E$, then there is a solution sol $=\left\{x_{i}=s_{i} \mid i=1, \ldots, n\right\}$ of $E^{\prime}$ with $\left\{s_{i} \leq S_{i} \mid i=1, \ldots, n\right\}$ (we say $\mathrm{sol} \leq \mathrm{SOL})$.

Proof. Properties 3.3.1-3 are proved in [Pau88].
A Gaussian-Elimination-Type algorithm can be used to solve sets of equations. For data-flow analysis the special structure of flow graphs can be exploited to construct algorithms with improved time complexity. For example see [AC76, HU77, Tar81a, GW76, Sre95, SGL98] and [RP86] for an overview of the first four algorithms. For our purposes we use the algorithm of [Sre95, SGL98].

Returning to our equations of Definition 3.4, we have to determine how to insert one equation into another, how to simplify our equations, and how to set up a loop-breaking rule.

We define the following normal form for our WCET equations:

Definition 3.5. A WCET equation is in normal form if it has the form

$$
\operatorname{WCET}\left(B_{i}\right)=\operatorname{Max}_{j \in J \subseteq\{1, \ldots, n\}}\left(\operatorname{WCET}\left(B_{j}\right)+\tau_{n_{j}}\right)
$$

where $\tau_{n_{j}}$ are expressions not involving WCET(.).
It is easy to see that an equation can always be brought to normal form.
Our loop-breaking rule is defined as follows:
Definition 3.6. Assume we have the following equation

$$
\begin{aligned}
& E_{i}: \operatorname{WCET}\left(B_{i}\right)= \\
& \\
& \quad \max \left(\operatorname{WCET}\left(B_{i}\right)+\tau_{n_{i}}, \operatorname{Max}_{j \in J \subseteq\{1, \ldots, n\}, j \neq i}\left(\operatorname{WCET}\left(B_{j}\right)+\tau_{n_{j}}\right)\right) .
\end{aligned}
$$

Then we replace it with
$e_{i}=b(E, i): \operatorname{WCET}\left(B_{i}\right)=$
ORACLE(iter) $\cdot \tau_{n_{i}}+\underset{j \in J \subseteq\{1, \ldots, n\}, j \neq i}{\operatorname{Max}}\left(\operatorname{WCET}\left(B_{j}\right)+\tau_{n_{j}}\right)$,
where ORACLE(iter) denotes the number of iterations of the loop. Finally we bring equation $e_{i}$ to normal form.

For WCET analysis conditions LB-3 and LB-4 cannot be interpreted in an appropriate manner. We therefore replace them with the following conditions:

WCET-LB-3: For equation $E_{i}$

$$
E_{i}: x_{i}=W_{i}\left(x_{i_{1}}, \ldots, x_{i}, \ldots, x_{i_{n_{i}}}\right)
$$

define the recurrence relation $R_{i}$ :

$$
\begin{aligned}
x_{i}(0) & =W_{i}^{(0)}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right) \\
x_{i}(k+1) & =W_{i}\left(x_{i_{1}}, \ldots, x_{i}(k), \ldots, x_{i_{n_{i}}}\right)
\end{aligned}
$$

where $W_{i}^{(0)}(\ldots)$ is a function not depending on $x_{i}$ which can somehow be derived from $W_{i}$.

Next consider $o=$ ORACLE(iter) not a constant value returned by the oracle but a variable $o \in \mathbb{N}_{0}$. Then every solution $s_{i}(o)$ to equation $e_{i}$ has to be a solution to $R_{i}$, i.e.,

$$
\begin{aligned}
s_{i}(0) & =W_{i}^{(0)}\left(x_{i_{1}}, \ldots, x_{i_{n_{i}}}\right), \\
s_{i}(o+1) & =W_{i}\left(x_{i_{1}}, \ldots, s_{i}(o), \ldots, x_{i_{n_{i}}}\right) .
\end{aligned}
$$

WCET-LB-4: For every solution $S$ to $E_{i}$, there is a solution $s$ of $e_{i}$ so that $s \geq S$.
Note that WCET-LB-4 differs from LB-4 only by replacing " $\leq$ " with " $\geq$ " and that Properties 3.3.1-3 can be proved with " $\leq$ ", LB-3 and LB-4 replaced with " $\geq$ ", WCET-LB-3 and WCET-LB-4, respectively.

It remains to show that our loop-breaking rule fulfills the four conditions LB-1, LB-2, WCET-LB-3, and WCET-LB-4. We obtain:

LB-1: $\mathrm{WCET}\left(B_{i}\right)$ does not occur on the right side of $e_{i}$.
LB-2: No additional variable is introduced on the right.
WCET-LB-3: Setting

$$
W_{i}^{(0)}(\ldots)=\bigwedge_{j \in J \subseteq\{1, \ldots, n\}, j \neq i}\left(\operatorname{WCET}\left(B_{j}\right)+\tau_{n_{j}}\right)
$$

it is easy to see that this condition is valid too.
In fact, every solution $s_{i}(o)$ with $o \geq$ ORACLE(iter) will be a solution to $E_{i}$.

$$
\begin{array}{ll}
X_{\text {entry }} & =\tau_{\text {entry }} \\
X_{\text {exit }} & =\max \left(X_{\text {entry }}+\tau_{\text {exit }}, X_{2}+\tau_{\text {exit }}\right) \\
X_{1} & =X_{\text {entry }}+\tau_{1} \\
X_{2} & =\max \left(X_{1}+\tau_{2}, X_{5}+\tau_{2}\right) \\
X_{3} & =X_{2}+\tau_{3} \\
X_{4} & =X_{3}+\tau_{4} \\
X_{5} & =\max \left(X_{3}+\tau_{5}, X_{4}+\tau_{5}\right)
\end{array}
$$

Table 4. Set of Equations for Power Example in Normal Form

WCET-LB-4: This condition is also easy to verify.
Example 1. Returning to our example, the equations brought to normal form are shown in Table 4. Now, we solve this set of equations by applying the algorithm described in [Sre95, SGL98]. We write " $a \rightarrow b$ " for indicating that equation $E_{a}$ is inserted into $E_{b}$ and we write " $c \not \bar{\varnothing}$ " for loop-breaking equation $E_{c}$. Furthermore we use the abbreviation $\tau_{d, e}$ for $\tau_{d}+\tau_{e}$, which we generalize for arbitrary sets of subscripts.

We solve our set of equations assuming that $n=11$, i.e., we compute an estimate for WCET of procedure power called with the arbitrary parameter $x$ and $n=11$.
$4 \rightarrow 5$ :

$$
X_{5}=\max \left(X_{3}+\tau_{5}, X_{3}+\tau_{4,5}\right)=X_{3}+\tau_{4,5}
$$

by definition of the max meet operator.
$5 \rightarrow 2$ :

$$
X_{2}=\max \left(X_{1}+\tau_{2}, X_{3}+\tau_{2,4,5}\right)
$$

$3 \rightarrow 2:$

$$
X_{2}=\max \left(X_{2}+\tau_{2,3,4,5}, X_{1}+\tau_{2}\right)
$$

$2 \varnothing$ :

$$
X_{2}=\text { ORACLE(iter) } \cdot \tau_{2,3,4,5}+X_{1}+\tau_{2}=X_{1}+\tau_{2}+4 \cdot \tau_{2,3,4,5}
$$

$2 \rightarrow$ exit:

$$
X_{\text {exit }}=\max \left(X_{\text {entry }}+\tau_{\text {exit }}, X_{1}+\tau_{\text {exit }, 2}+4 \cdot \tau_{2,3,4,5}\right)
$$

$1 \rightarrow$ exit:

$$
X_{\text {exit }}=\left(X_{\text {entry }}+\tau_{\text {exit }, 1,2}+4 \cdot \tau_{2,3,4,5}\right)
$$

Note that the contribution of the edge (entry $\rightarrow$ exit) disappears because of the max meet operator. If this would not have happened, we had to "subtract" it from the result below.
entry $\rightarrow$ exit:

$$
X_{\text {exit }}=\tau_{\text {exit,entry }, 1,2}+4 \cdot \tau_{2,3,4,5}
$$

As can be easily verified, this equals the WCET estimate w.r.t. the max meet operator. Unfortunately the estimate ignores that the edge $(3 \rightarrow 5)$ is followed one time and the path $(3 \rightarrow 4 \rightarrow 5)$ is followed only three times.

As can be seen from the discussions and from the example above, elimination algorithms are well-suited for solving data-flow equations which describe the WCET behavior of procedures. However, one drawback of the max meet operator has been pointed out at the end of the example, namely that we do not get an exact WCET estimate. We will show in the following section how to obtain such an exact WCET estimate by employing a fully oracle-based approach.

$$
\begin{array}{ll}
P_{\text {entry }}(z) & =z^{\tau_{\text {entry }}} \\
P_{\text {exit }}(z) & =z^{\tau_{\text {exit }}}\left(0 \cdot P_{\text {entry }}(z)+\frac{1}{5} \cdot P_{2}(z)\right) \\
P_{1}(z) & =z^{\tau_{1}} P_{\text {entry }}(z) \\
P_{2}(z) & =z^{\tau_{2}}\left(P_{1}(z)+P_{5}(z)\right) \\
P_{3}(z) & =z^{\tau_{3}} \frac{4}{5} P_{2}(z) \\
P_{4}(z) & =z^{\tau_{4}} \frac{3}{4} P_{3}(z) \\
P_{5}(z) & =z^{\tau_{5}}\left(\frac{1}{4} P_{3}(z)+P_{4}(z)\right)
\end{array}
$$

Table 5. Set of Equations for Power Example

## 4. A Fully Oracle-Based Data-Flow Framework

In contrast to Section 3 we define an oracle-based meet operator $\wedge$. For each edge $\left(B^{\prime}, B\right)$ the oracle returns a real value $0 \leq \operatorname{ORACLE}\left(B^{\prime}, B\right) \leq 1$ such that

$$
\sum_{B^{\prime} \in \operatorname{Succs}(B)} \operatorname{ORACLE}\left(B, B^{\prime}\right)=1
$$

ORACLE $\left(B, B^{\prime}\right)$ is a measure of how often the edge $\left(B, B^{\prime}\right)$ is taken by executing the underlying procedure compared to the edges through the other successors of $B$. We call ORACLE $\left(B, B^{\prime}\right)$ execution frequency (compare [Ram96] for a similar approach).

By allowing ORACLE $\left(B, B^{\prime}\right)=0$ we are able to model dead paths.
In contrast to Section 3 we set up equations of generating functions $P_{i}(z)$ in the following way.

## Definition 4.1.

$$
\begin{aligned}
& P_{i}(z)=z^{\tau_{i}} \sum_{j \in \operatorname{Preds}(i)} \operatorname{ORACLE}(j, i) P_{j}(z) \\
& P_{\text {entry }}(z)=z^{\tau_{\text {entry }}}
\end{aligned}
$$

Again the underlying semilattice is not limited, which implies that the equations of Definition 4.1 cannot be solved by iteration algorithms.

Since the resulting equations are all linear equations, the loop breaking rule can be defined by simply solving the equation in a straight-forward way. Thus the solutions are rational functions.

Employing well-known facts of generating functions (cf. e.g. [GKP89]), the worstcase timing behavior of the underlying program is given by

$$
\left.\frac{d}{d z} P_{\text {exit }}(z)\right|_{z=1}
$$

which means that we differentiate $P_{\text {exit }}$ w.r.t. $z$ and then set $z=1$.
Remark 4.1. Note that $P_{B}(1)$ equals the number of how often basic block $B$ is executed.

Example 1. The set of equations of our power example $(n=11)$ take now the form shown in Table 5. Note that we have modeled the edge (entry $\rightarrow$ exit) as being a dead path by assigning a path execution frequency of zero.

Solving this set of equations again using the algorithm described in [Sre95, SGL98], we proceed as follows:
$4 \rightarrow 5$ :

$$
P_{5}(z)=z^{\tau_{5}}\left(\frac{1}{4}+z^{\tau_{4}} \frac{3}{4}\right) P_{3}(z)
$$

$5 \rightarrow 2:$

$$
P_{2}(z)=z^{\tau_{2}}\left(P_{1}(z)+z^{\tau_{5}}\left(\frac{1}{4}+z^{\tau_{4}} \frac{3}{4}\right) P_{3}(z)\right)
$$

$3 \rightarrow 2:$

$$
P_{2}(z)=z^{\tau_{2}} P_{1}(z)+z^{\tau_{2,3,5}}\left(\frac{1}{5}+z^{\tau_{4}} \frac{3}{5}\right) P_{2}(z)
$$

$2 \varnothing$ :

$$
P_{2}(z)=\frac{z^{\tau_{2}} P_{1}(z)}{1-z^{\tau_{2,3,5}}\left(\frac{1}{5}+z^{\tau_{4}} \frac{3}{5}\right)}
$$

$2 \rightarrow$ exit:

$$
P_{\mathrm{exit}}(z)=\frac{1}{5} \cdot \frac{z^{\tau_{2, \text { exit }}} P_{1}(z)}{1-z^{\tau_{2,3,5}}\left(\frac{1}{5}+z^{\tau_{4}} \frac{3}{5}\right)}
$$

$1 \rightarrow$ exit:

$$
P_{\mathrm{exit}}(z)=\frac{1}{5} \cdot \frac{z^{\tau_{1,2, \mathrm{exit}}} P_{\mathrm{entry}}(z)}{1-z^{\tau_{2,3,5}}\left(\frac{1}{5}+z^{\tau_{4}} \frac{3}{5}\right)}
$$

entry $\rightarrow$ exit:

$$
P_{\mathrm{exit}}(z)=\frac{1}{5} \cdot \frac{z^{\tau_{\mathrm{entry}, 1,2, \mathrm{exit}}}}{1-z^{\tau_{2,3,5}}\left(\frac{1}{5}+z^{\tau_{4}} \frac{3}{5}\right)}
$$

Note that for example $P_{2}(1)=5, P_{3}(1)=4$, and $P_{4}(1)=3$.
It remains to calculate

$$
\left.\frac{d}{d z} P_{\text {exit }}(z)\right|_{z=1}=\tau_{\text {entry }}+\tau_{1}+5 \tau_{2}+4 \tau_{3}+3 \tau_{4}+4 \tau_{5}+\tau_{\text {exit }}
$$

This is the exact timing behavior of procedure power for $n=11$.
In fact we have the following theorem.
Theorem 4.1. Solving a set of WCET equations based on the frequency meet operator, we always obtain the exact timing behavior of the underlying procedure and not a less accurate estimate of the WCET.

Proof. The proof is obvious from the definitions and from the discussion above, provided that the oracle always produces correct values, i.e., ORACLE $\left(B^{\prime}, B\right)$ gives the exact path execution frequencies.

It remains to mention some results on the performance of elimination algorithms.
Theorem 4.2. One of the algorithms presented in [Sre95, SGL98] solves data-flow equations in $O(\log |N| \cdot|E|)$ insertions and loop-breaking operations, where $|N|$ denotes the number of nodes in the CFG and $|E|$ is the number of edges of the $C F G$. The CFG is supposed to be reducible.

The method described in [Tar81a] takes $O(|E| \cdot \alpha(|E|,|N|))$ time, where $\alpha$ denotes the inverse Ackermann's function. Thus this algorithm behaves almost linear in time on reducible CFGs.

Remark 4.2. If the oracle gives its answer in $O(1)$ time, we have at hand algorithms allowing efficient WCET analysis of (real-time) programs.

## 5. Getting Rid of the Oracle - A Symbolic Evaluation Approach

In this section we show how we can replace the oracle with symbolic evaluation and by solving conditional recurrence relations.

Before we give a formal foundation of our symbolic evaluation approach, we study our power example in detail to justify our theoretical treatment in the rest of the section.

Example 1. In contrast to Sections 3 and 4 we will not assume that $n=11$, but we will derive symbolic formulas for the quantities of interest.

First we show how the number of loop iterations of procedure power can be determined. Now, the condition at the loop header $(e>0)$ is solely responsible for loop completion. Taking a closer look to the loop body, we see that there is a simple recurrence relation associated to variable $e$. Since $e=n$ before the loop is entered the first time, we obtain for $k \geq 0$ :

$$
\begin{align*}
& e(0)=n \\
& e(k+1)=\left\lfloor\frac{e(k)}{2}\right\rfloor \tag{1}
\end{align*}
$$

This forms a strictly decreasing sequence of numbers and the loop completes if $e(\omega)=0$, where $\omega$ denotes the smallest index fulfilling $e(\omega)=0$.

If we can determine $\omega$ from the recurrence relation (1), we have found a symbolic formula for the number of iterations of the loop, which clearly depends on the initial value $e(0)=n$. Fortunately we can find a closed form expression for the solution of (1). Using well-known facts of the floor-function (cf. [GKP89]), we obtain for $k \geq 0$

$$
\begin{equation*}
e(k)=\left\lfloor\frac{n}{2^{k}}\right\rfloor \tag{2}
\end{equation*}
$$

Now $e(k)$ becomes zero if the nominator in (2) gets greater than the denominator, i.e., if

$$
2^{k}>n
$$

Taking logarithms we get

$$
\omega=\lfloor\operatorname{ld} n\rfloor+1
$$

This is a reasonable simple formula, which the oracle can use for producing the number of loop iterations.

The other interesting quantity for determining the WCET of procedure power is how often Node 4 of the corresponding control flow graph is executed. We are successful if we can give a symbolic formula for this frequency in terms of $n$. Again we can set up a recurrence relation for the frequency $f(k),(k \geq 0)$ :

$$
\begin{align*}
& f(0)=0, \\
& f(k+1)= \begin{cases}1+f(k), & \text { if } e(k) \bmod 2=1 \\
f(k), & \text { otherwise }\end{cases} \tag{3}
\end{align*}
$$

We can give a closed formula for $f(k)$ if we accept the function $\nu(k)$, which gives the number of ones in the binary representation of $k$, to be a "primitive function" that can be used in closed-form expressions. $\nu(k)$ can be defined by

$$
\begin{aligned}
& \nu(0)=0 \\
& \nu(2 k)=\nu(k) \\
& \nu(2 k+1)=1+\nu(k)
\end{aligned}
$$

Then recurrence (3) is solved by

$$
\begin{equation*}
f(k)=\nu(k) \tag{4}
\end{equation*}
$$

If $\nu($.$) is not considered a "primitive function", the oracle can replace \nu(k)$ with an upper bound of $\nu(k)$, thereby obtaining an upper bound for the WCET, and not a formula for the exact timing behavior. The proposed upper bound is

$$
\nu(k) \leq\lfloor\operatorname{ld} k\rfloor+1
$$

Summing up we either derive the exact formula

$$
\mathrm{WCET}=\tau_{\text {exit }}+\tau_{\text {entry }}+\tau_{1}+\tau_{2}+(\lfloor\operatorname{ld} n\rfloor+1) \cdot\left(\tau_{2}+\tau_{3}+\tau_{5}\right)+\nu(n) \cdot \tau_{4}
$$

| syntax | semantics |
| :--- | :--- |
| null | $\left[\mathcal{S}_{1}, p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, p_{k}\right]$ |
| $s_{1} ; s_{2}$ | $\operatorname{val}\left(s_{2}, \operatorname{val}\left(s_{1},\left[\mathcal{S}_{1}, p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, p_{k}\right]\right)\right)$ |
| $v:=E$ | $\left[\operatorname{vset}\left(\mathcal{S}_{1}, v, \operatorname{val}\left(E, \mathcal{S}_{1}\right)\right), p_{1}\right] \cup \cdots \cup$ |
|  | $\quad\left[\operatorname{vset}\left(\mathcal{S}_{k}, v, \operatorname{val}\left(E, \mathcal{S}_{k}\right)\right), p_{k}\right]$ |

Table 6. Evaluating Simple Statements
or the upper bound

$$
\mathrm{WCET} \leq \tau_{\text {exit }}+\tau_{\text {entry }}+\tau_{1}+\tau_{2}+(\lfloor\operatorname{ld} n\rfloor+1) \cdot\left(\tau_{2}+\tau_{3}+\tau_{4}+\tau_{5}\right)
$$

5.1. Symbolic Evaluation. Symbolic evaluation is a form of static program analysis in which symbolic expressions are used to denote the values of program variables and computations (cf. e.g. [CHT79, Plo80, CR81, Sch96, BFS00, BB98, BBS99, BBS00, FS97]). In addition a path condition describes the impact of the program's control flow onto the values of variables and the condition under which control flow reaches a given program point.
5.1.1. Program State and Context. The state $\mathcal{S}$ of a program is a set of pairs $\left\{\left(v_{1}, e_{1}\right), \ldots,\left(v_{m}, e_{m}\right)\right\}$ where $v_{i}$ is a program variable and $e_{i}$ is a symbolic expression describing the value of $v_{i}$ for $1 \leq i \leq m$. For each variable $v_{i}$ there exists exactly one pair $\left(v_{i}, e_{i}\right)$ in $\mathcal{S}$.

A program consists of a sequence of statements that may change $\mathcal{S}$.
A path condition specifies a condition that is valid at a certain program point. If conditional statements are present, there may be several different valid program states at the same program point. A different path condition is associated with each of them.

Pairs of states $\mathcal{S}$ and path conditions $\mathcal{C}$ specify a program context which is defined by

$$
\bigcup_{i=1}^{k}\left[\mathcal{S}_{i}, \mathcal{C}_{i}\right]
$$

where $k$ denotes the number of different program states valid at a certain program point. A program context completely describes the variable bindings at a specific program point together with the associated path conditions.

The function $\operatorname{vget}(\mathcal{S}, v)$ is used to extract the value of variable $v$ from program state $\mathcal{S}, \operatorname{vset}(\mathcal{S}, v, n)$ returns the state that is implied by setting the value of $v$ in $\mathcal{S}$ to $n$.
5.1.2. Expressions and Simple Statements. Expressions are evaluated symbolically in such a straightforward manner that we do not elaborate on details. The interested reader is referred to [CHT79, FS97] for a more complete treatment of this issue for certain programming languages.

Examples for simple statements are given in Table 6. We use val(...) for denoting symbolic evaluation of program contexts. Of course, details of evaluating simple statements may differ from programming language to programming language, thus, again, we do not go too deeply into details.
5.1.3. Conditional Statements. In case of an if-statement both branches are evaluated according to

$$
\begin{aligned}
& \operatorname{val}\left(\text { if } c \text { then } s_{1} \text { else } s_{2},\left[\mathcal{S}_{1}, p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, p_{k}\right]\right) \mapsto \\
& \operatorname{val}\left(s_{1},\left[\mathcal{S}_{1}, p_{1} \wedge \operatorname{val}\left(c, \mathcal{S}_{1}\right)\right] \cup \cdots \cup\right. \\
& {\left[\mathcal{S}_{k}, p_{k}\right.}\left.\left.\wedge \operatorname{val}\left(c, \mathcal{S}_{k}\right)\right]\right) \cup \\
& \operatorname{val}\left(s_{2},\left[\mathcal{S}_{1}, p_{1} \wedge \neg \operatorname{val}\left(c, \mathcal{S}_{1}\right)\right] \cup \cdots \cup\right. \\
& {\left[\mathcal{S}_{k}, p_{k} \wedge\right.}\left.\left.\wedge \operatorname{val}\left(c, \mathcal{S}_{k}\right)\right]\right) .
\end{aligned}
$$

Case-statements can be treated in a similar way.

### 5.1.4. Loop Statements. For a while-statement there are two cases:

1. the loop terminates and
2. the loop does not terminate.

In case (item 1) the path condition and the negated loop condition build the new path condition. In case (item 2) the loop is evaluated recursively and the path condition is extended by the (non-negated) loop condition.

$$
\begin{gathered}
\operatorname{val}\left(\text { while } c \text { do } s,\left[\mathcal{S}_{1}, p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, p_{k}\right]\right) \mapsto \\
\operatorname{val}(\operatorname{while} c \text { do } s \\
\operatorname{val}\left(s,\left[\mathcal{S}_{1}, p_{1} \wedge \operatorname{val}\left(c, \mathcal{S}_{1}\right)\right] \cup \cdots \cup\right. \\
\left.\left[\mathcal{S}_{k}, p_{k} \wedge \operatorname{val}\left(c, \mathcal{S}_{k}\right)\right]\right) \cup \\
{\left[\mathcal{S}_{1}, p_{1} \wedge \neg \operatorname{val}\left(c, \mathcal{S}_{1}\right)\right] \cup \cdots \cup} \\
\left.\left[\mathcal{S}_{k}, p_{k} \wedge \neg \operatorname{val}\left(c, \mathcal{S}_{k}\right)\right]\right)
\end{gathered}
$$

Clearly in only very rare cases we will obtain a symbolically decidable loop. For all the other loops we have to use alternate approaches. We will elaborate on this issue later (cf. Definition 5.4).

Other loop-statements can be treated similarly.
5.2. A Data-Flow Framework for Symbolic Evaluation. In order to set up a data-flow framework for symbolic evaluation of programs, we first note that a basic block contains simple statements and expressions only. Control flow affecting statements (ifs, loops, ... ) are mirrored by the structure of the control flow graph. The conditions used for affecting the control flow, however, are evaluated at the end of the basic block which has more than one successor. We assume in the following that an edge (of the CFG) $e=\left(B^{\prime}, B\right)$ has assigned a condition $\operatorname{Cond}\left(B^{\prime}, B\right)$ which must evaluate to true for the control flow to follow this edge. In case of the thenbranch of an if-statement Cond is the condition of the if-statement, in case of the else-branch it is the negated condition of the if-statement, in case of a while-loop Cond is the condition at the loop header for the edge going to the loop body, and for the edge not going to the loop body it equals the exit condition. For-loops can be modeled similarly.

In case of general loops with exit-statements Cond is the condition at the loop header for the edge going to the loop body, and for the edge not going to the loop body (if any) it equals the negated condition at the loop header. For each edge leaving the loop its Cond is the corresponding exit condition.

In the following we assume that each basic block does not have more than two successors ${ }^{\S}$.

Definition 5.1. We start by defining a meet semilattice for program contexts as follows

$$
L=\langle A, \underline{0}, \underline{1}, \cup\rangle,
$$

[^3]where $A$ denotes the power set of program contexts, $\underline{0}$ is the set of all program contexts, $\underline{1}$ is the empty set, and $\cup$ is the symeval meet operator.

Definition 5.2. We define the following set of equations for the symbolic evaluation framework:

$$
\operatorname{SymEval}(\rho)=\left[\mathcal{S}_{0}, \mathcal{C}_{0}\right]
$$

where $\mathcal{S}_{0}$ denotes the initial state containing all variables which are assigned their initial values, and $\mathcal{C}_{0}$ is true,

$$
\begin{aligned}
& \operatorname{SymEval}(B)= \\
& \qquad \bigcup_{B^{\prime} \in \operatorname{Preds}(B)} \operatorname{PrpgtCond}\left(B^{\prime}, B, \operatorname{SymEval}\left(B^{\prime}\right)\right) \mid \operatorname{LocalEval}(B),
\end{aligned}
$$

where LocalEval $(B)=\left\{\left(v_{i_{1}}, e_{i_{1}}\right), \ldots,\left(v_{i_{m}}, e_{i_{m}}\right)\right\}$ denotes the symbolic evaluation local to basic block $B$. The variables that get a new value assigned in the basic block are denoted by $v_{i_{1}}, \ldots, v_{i_{m}}$. The new symbolic values are given by $e_{i_{1}}, \ldots, e_{i_{m}}$. It is important to note that the variables contained in the symbolic expressions are either global variables, parameters or variables getting assigned a symbolic value before this basic block is executed. The propagated conditions are defined by

$$
\begin{aligned}
& \operatorname{PrpgtCond}\left(B^{\prime}, B, \mathrm{PC}\right)= \\
& \begin{cases}\operatorname{Cond}\left(B^{\prime}, B\right) \odot \mathrm{PC}, & \text { if } B^{\prime} \text { has two successors, } \\
\mathrm{PC}, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Denoting by PC a program context, the operation $\odot$ is defined as follows:

$$
\begin{aligned}
\operatorname{Cond}\left(B^{\prime}, B\right) \odot & \mathrm{PC}=\operatorname{Cond}\left(B^{\prime}, B\right) \odot\left[\mathcal{S}_{1}, p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, p_{k}\right] \\
& =\left[\mathcal{S}_{1}, \operatorname{Cond}\left(B^{\prime}, B\right) \wedge p_{1}\right] \cup \cdots \cup\left[\mathcal{S}_{k}, \operatorname{Cond}\left(B^{\prime}, B\right) \wedge p_{k}\right]
\end{aligned}
$$

Note that the definition of PrpgtCond(...) prevents the symbolic evaluation framework from being bounded. Thus it cannot be solved by iteration algorithms. By defining a suitable loop-breaking rule, however, we can still employ elimination algorithms.

Before we give our loop-breaking rule, we define a normal form for SymEval equations.

Definition 5.3. A SymEval equation $E_{i}$ is in normal form if it has the form

$$
\begin{aligned}
& E_{i}: \operatorname{SymEval}\left(B_{i}\right)= \\
& \bigcup_{1 \leq j \leq r, 1 \leq i_{j} \leq n} \\
& \left(C_{j} \odot \operatorname{SymEval}\left(B_{i_{j}}\right)\right) \mid\left\{\left(v_{j_{1}}, e_{j_{1}}\right), \ldots,\left(v_{j_{m}}, e_{j_{m}}\right)\right\},
\end{aligned}
$$

where $1 \leq j_{k} \leq m$.

Remark 5.1. Note that it is possible to bring any SymEval equation to normal form because of the following properties of the involved operators (the $C_{i}$ are conditions, $\mathrm{PC}_{i}$ are program contexts, and LocalEval ${ }_{i}$ denote local symbolic evaluations):

$$
\begin{aligned}
& C_{1} \odot\left(C_{2} \odot \mathrm{PC}_{1}\right)=\left(C_{1} \wedge C_{2}\right) \odot \mathrm{PC}_{1} \\
& \left(C_{1} \odot \mathrm{PC}_{1} \mid \text { LocalEval }_{1}\right) \mid \text { LocalEval }_{2}= \\
& \quad C_{1} \odot \mathrm{PC}_{1} \mid\left(\text { LocalEval }_{1} \mid \text { LocalEval }_{2}\right) \\
& C_{1} \odot\left(\mathrm{PC}_{1} \cup \mathrm{PC}_{2}\right)=\left(C_{1} \odot \mathrm{PC}_{1}\right) \cup\left(C_{1} \odot \mathrm{PC}_{2}\right) \\
& \left(\mathrm{PC}_{1} \cup \mathrm{PC}_{2}\right) \mid \text { LocalEval }_{1}=\left(\mathrm{PC}_{1} \mid \text { LocalEval }_{1}\right) \cup\left(\mathrm{PC}_{2} \mid \text { LocalEval }_{1}\right)
\end{aligned}
$$

Definition 5.4. The loop-breaking rule for SymEval equations is defined as follows: Assume we have the following equation (we use $X_{i}$ for $\operatorname{SymEval}\left(B_{i}\right)$ as a shorthand)

$$
\begin{aligned}
E_{i}: X_{i}= & \bigcup_{1 \leq j \leq r, 1 \leq j_{i} \leq n}\left(C_{j} \odot X_{i}\right) \mid\left\{\left(v_{j_{1}}, e_{j_{1}}\right), \ldots,\left(v_{j_{s}}, e_{j_{s}}\right)\right\} \cup \\
& \bigcup_{1 \leq k \leq t, 1 \leq i_{k} \leq n, i_{k} \neq i, 1 \leq k \leq n}\left(C_{k} \odot X_{i_{k}}\right) \mid\left\{\left(v_{k_{1}}, e_{k_{1}}\right), \ldots,\right.
\end{aligned}
$$

then we replace it with

$$
e_{i}: X_{i}=\bigcup_{1 \leq k \leq t, 1 \leq i_{k} \leq n, i_{k} \neq i, 1 \leq k \leq n} \underbrace{\left(\left(C_{k} \odot X_{i_{k}}\right) \mid\left\{\left(v_{k_{1}}, e_{k_{1}}\right), \ldots,\left(v_{k_{u}}, e_{k_{u}}\right)\right\}\right) \mid \text { LoopExit, }}
$$

where

$$
\text { LoopExit }=\left\{\left(v_{j_{1}}, v_{j_{1}}\left(\perp, \omega_{\ell}\right)\right), \ldots,\left(v_{j_{t}}, v_{j_{t}}\left(\perp, \omega_{\ell}\right)\right)\right\}
$$

for all variables $v_{j_{i}}$ being contained in

$$
\bigcup_{1 \leq j \leq r}\left\{\left(v_{j_{1}}, e_{j_{1}}\right), \ldots,\left(v_{j_{s}}, e_{j_{s}}\right)\right\}
$$

The purpose of our loop-breaking rule is to replace a loop by a set of recurrence relations. Each induction variable (cf. [ASU86]) gives raise to an (indirect) recursion. Let $v$ be such a variable, then $v\left(v_{0}, \omega_{\ell}\right)$ denotes the symbolic solution of the recursion, where $v_{0}$ is a suitable initial value and $\omega_{\ell}$ denotes the number of iterations of loop $\ell^{\boldsymbol{\pi}}\left(v\left(v_{0}, 0\right)=v_{0}\right)$. If no initial value is known or the initial value is irrelevant to the solution, we write $v\left(\perp, \omega_{\ell}\right)$.

It is easy to see that Definition 5.4 fulfills condition LB-1 to LB-4 in Section 3. Thus, as a byproduct, we have the following observation.
Observation 2. Symbolic evaluation can be performed on reducible and irreducible control flow graphs.
Proof. The proof follows immediately from the fact that for instance the algorithm for solving data-flow equations by elimination presented in [Sre95, SGL98] is capable of handling both reducible and irreducible flow graphs.

In order to perform symbolic evaluation according to the SymEval framework, we still have to clarify

- how to set up the recurrence relation during loop-breaking,
- how to handle $\left\{\ldots,\left(v, e_{1}\right), \ldots\right\} \mid\left\{\ldots,\left(v, e_{2}\right), \ldots\right\}$,
- $\{\ldots,(v, e), \ldots\} \mid\{\ldots,(w, e(v)), \ldots\}$,
- $\{\ldots,(v, e), \ldots\} \mid\{\ldots,(v, v(\perp, \omega)), \ldots\}$,
- $[\{\ldots,(v, e), \ldots\}, C(\ldots, v, \ldots)]$,
- $\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C(\ldots, v, \ldots)\right]$,
- $\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C(\ldots, v(\perp, \omega), \ldots)\right]$, and
- how to handle arrays and pointers.


## Definition 5.5.

1. Sequence - If a situation like

$$
\left\{\ldots,\left(v, e_{1}\right), \ldots\right\} \mid\left\{\ldots,\left(v, e_{2}\right), \ldots\right\}
$$

is encountered during symbolic evaluation, we replace it with

$$
\left\{\ldots,\left(v, e_{2}\right), \ldots\right\}
$$

The pair $\left(v, e_{1}\right)$ is not contained in the new set.

[^4]2. Expression Substitution - If a situation like
$$
\left\{\ldots,\left(v_{1}, e_{1}\right), \ldots\right\} \mid\left\{\ldots,\left(v_{2}, e_{2}\left(v_{1}\right)\right), \ldots\right\}
$$
where $e(v)$ denotes an expression involving variable $v$, is encountered during symbolic evaluation, we replace it with
$$
\left\{\ldots,\left(v_{1}, e_{1}\right), \ldots,\left(v_{2}, e_{2}\left(e_{1}\right)\right), \ldots\right\}
$$
3. Initial Iteration Value - If a situation like
$$
\{\ldots,(v, e), \ldots\} \mid\{\ldots,(v, v(\perp, \omega)), \ldots\}
$$
is encountered during symbolic evaluation, we replace it with
$$
\{\ldots,(v, v(e, \omega)), \ldots\}
$$

The pair $(v, e)$ is not contained in the new set.
For the situations discussed above it is important to apply the rules in the correct order, which is to elaborate the elements of the right set from left to right.
4. Condition Substitution - If a situation like

$$
[\{\ldots,(v, e), \ldots\}, C(\ldots, v, \ldots)]
$$

is encountered during symbolic evaluation, we replace it with

$$
[\{\ldots,(v, e), \ldots\}, C(\ldots, e, \ldots)] .
$$

5. Iteration Entry Condition - If a situation like

$$
\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C(\ldots, v, \ldots)\right]
$$

is encountered during symbolic evaluation, we replace it with

$$
\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C\left(\ldots, v_{0}, \ldots\right)\right]
$$

6. Nested Loop Entry Condition - If a situation like

$$
\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C(\ldots, v(\perp, \omega), \ldots)\right]
$$

is encountered during symbolic evaluation, we replace it with

$$
\left[\left\{\ldots,\left(v, v\left(v_{0}, \omega\right)\right), \ldots\right\}, C\left(\ldots, v\left(v_{0}, \omega\right), \ldots\right)\right]
$$

Setting up recurrence relations during loop-breaking is described in the following. If there are nested loops in the source code of interest, we start by setting up recurrence relations from the innermost loop and proceed to the outermost ${ }^{\|}$.

Definition 5.6. Let $v$ denote a variable, then we call $v(k)$ its recursive counterpart.
According to the notation in Definition 5.4 we set up a recurrence relation for all $1 \leq j \leq r, 1 \leq q \leq s$ and for $k \geq 0$ by

$$
v_{j_{q}}(k+1)=e_{j_{q}}(k) \quad \text { if } C_{j}(k) \text { evaluates to true }
$$

where $e_{j_{q}}(k)$ and $C_{j}(k)$ means that all variables contained in $e_{j_{q}}$ and $C_{j}$ are replaced with their recursive counterparts.

Note that we have not specified initial values for the recursion; these are supposed to be supplied by situations handled by Definition 5.5.

Since the expressive power of the system of conditional recurrence relations defined in Definition 5.6 is equal to that of recursive functions with the $\mu$ operator (cf. [Rog92]), solving such systems of recurrence relations is undecidable; in fact it is equivalent to the halting problem. However, for simple loops, such as for-loops or discrete loops (cf. [Bli94]), which generalize for-loops, the corresponding systems of recurrence relations can be solved.

[^5]The undecidability of the above problem shows that we cannot get rid of the oracle completely, but certainly today's real-time programming languages and their designers place too heavy a burden on the oracle (the programmer) by letting it alone determine the number of loop iterations (cf. e.g. [PK89, HS91, Sha89, ITM90, GR91]).

The time complexity of symbolic evaluation of a reducible CFG is the same as that given by Theorem 4.2 in terms of insertions and loop-breaking operations. Solving conditional recurrence relations, however, may take considerably more time. In fact, since solving such recursions is undecidable, we cannot give time-bounds for this task. Hence we cannot set up bounds for the time used by the oracle to give its answers.

Finally arrays and pointers are an extremely difficult problem for symbolic evaluation. Although there has been some progress in research on array privatization (cf. e.g. [MAL93, Li92]) and the aliasing problem induced by dynamic data structures (cf. e.g. [Lan92, Ram94, LR92, Deu94]), we do not pursue these issues in this paper. Consequently in the rest of the paper arrays showing up in Example 3 are handled up to a certain degree of complexity only. To be more specific, recurrence relations on arrays are not solved explicitely and array subscripts are treated only if they are constant or of simple structure. Pointers are not treated at all because they are not contained in any example of this paper. How arrays can be treated in a symbolic evaluation framework is described and heavily used in [BFS00]. The same ideas can be used to model aliasing effects [BBS99] and pointers [SBF00].
5.3. Symbolic Instrumentation. In this section we describe a method for determining symbolic path execution frequencies. We call the method symbolic instrumentation.

Definition 5.7. For each basic block $B_{i}$ of a CFG we define a symbolic integervalued variable $b_{i}$. The initial value of $b_{i}$ is zero and by entering basic block $B_{i}$, the variable $b_{i}$ is incremented by one.

We call such a CFG symbolically instrumented and $b_{i}$ an instrumentation variable and its symbolic value after symbolic evaluation basic block execution frequency.

We have the following theorem.
Theorem 5.1. By symbolic evaluation of a symbolically instrumented $C F G$ we get symbolic formulas for the basic block execution frequencies (provided all recurrence relations can be solved).

Proof. After symbolic evaluation of the instrumented CFG the symbolic formulas of the variables $b_{i}$ describe how often the corresponding basic block $B_{i}$ will be executed during runtime.

Symbolic instrumentation can also handle finding safe upper bounds for conditional recurrence relations by exploiting the structure of the underlying CFG. Before we give the corresponding result, we need some definitions.

Definition 5.8. In a CFG, a node $x$ dominates another node $y$ iff all paths from the entry node to $y$ always pass through $x$. We write $x \operatorname{dom} y$ in this case.

If $x \operatorname{dom} y$ and $x \neq y$, then $x$ strictly dominates $y$. We write $x$ stdom $y$ to indicate that $x$ strictly dominates $y$.

A node $x$ is said to immediately dominate another node $y$, if $x$ stdom $y$ and there is no other node $z \neq x$ and $z \neq y$ such that $x$ stdom $z$ stdom $y$.

Theorem 5.2. The solution of the instrumentation variable $b_{j}$ of basic block $B_{j}$ can be used as a safe upper bound for the solution of $b_{i}$, the instrumentation variable of basic block $B_{i}$, if $B_{j}$ is the immediate dominator of $B_{i}, B_{i}$ and $B_{j}$ are contained

$$
\begin{aligned}
& X_{\text {entry }}=\left[\left\{(e, \perp),(h, \perp),(l, \perp),(y, \perp),\left(b_{3}, \perp\right),\left(b_{4}, \perp\right)\right\}, \text { true }\right] \\
& X_{\text {exit }} \\
& X_{1}=(\neg(e>0)) \odot X_{2} \\
& X_{2}=X_{\text {entry }} \mid\{(l, x),(e, n),(y, 1)\} \\
& X_{3}=X_{1} \cup X_{5} \\
& X_{4}=\left((e>0) \odot X_{2}\right) \mid\left\{\left(b_{3}, b_{3}+1\right),(h, e \bmod 2),(e, e / 2)\right\} \\
& X_{5}=\left((h=1) \odot X_{3}\right) \mid\left\{\left(b_{4}, b_{4}+1\right),(y, y \cdot l)\right\} \\
& =\left(X_{4} \mid\{(l, l \cdot l)\}\right) \cup\left(\neg(h=1) \odot X_{3} \mid\{(l, l \cdot l)\}\right)
\end{aligned}
$$

Table 7. Set of SymEval Equations for Power Example
in the same loop, and $B_{j}$ is not the loop header node of a for- or while-loop. If $B_{j}$ is such a loop header node, $b_{i}=b_{j}-1$. If $B_{j}$ is in a loop, but $B_{i}$ is not in the same loop, $b_{i}$ can be bounded by the instrumentation variable of the immediate dominator of the loop header of the loop containing $B_{j}$.

Proof. The proof is straightforward by definition of immediate dominators (see Definition 5.8 or [ASU86]) and instrumentation variables.

Remark 5.2. Note that the dominator tree, a tree whose edges reflect the immediate dominance relation, can be constructed in linear time (see [ALT96]).

If we have symbolic expressions for all instrumentation variables $b_{i}$, we can set up equations

$$
\begin{align*}
& b_{i}=\sum_{B_{j} \in \operatorname{Succs}\left(B_{i}\right)} c_{i j} \\
& b_{i}=\sum_{B_{k} \in \operatorname{Preds}\left(B_{i}\right)} c_{k i} \tag{5}
\end{align*}
$$

where $c_{i j}$ is a symbolic counter assigned to edge $e_{i j}=\left(B_{i}, B_{j}\right), \operatorname{Preds}\left(B_{i}\right)$ and $\operatorname{Succs}\left(B_{i}\right)$ denote the set of predecessors and successors of $B_{i}$, respectively.

Note that each variable $c_{i j}$ occurs exactly two times in the set of equations (5).
Furthermore note that if we make some variable explicit

$$
c_{i j}=e_{i j}
$$

and insert it for the other occurrence of $c_{i j}$, we obtain a new set of equations with the number of variables reduced by one, but again each variable occurs exactly two times.

Performing this reduction process iteratively until only one variable is left and doing a backward substitution thereafter, we see that the system of equations (5) can be solved in $O(|E|)$ steps. Thus we have proved the following theorem.

Theorem 5.3. If symbolic expressions for all instrumentation variables of a $C F G$ are available, symbolic expressions for all path execution frequencies can be determined in $O(|E|)$ time, where $|E|$ denotes the number of edges of the $C F G$.

Remark 5.3. If only symbolic upper bounds for some $b_{i}$ in equation (5) are known, we obtain a system of inequalities. However, it is easy to see that solving this system after replacing all " $\leq$ " by "=", produces symbolic upper bounds for the path execution frequencies.

In the following we show how symbolic instrumentation works in practice by applying it to two examples, our power example and Heapsort.

Example 1. To keep the number of variables small, we will perform computations only for two instrumentation variables of our power example, namely for $b_{3}$ and
$b_{4}$. The set of SymEval equations is given in Table 7. The symbol $\perp$ is used to denote undefined values. Note that the edge (entry $\rightarrow$ exit) has been assigned Cond $=$ false.

Solving this set of equations again using the algorithm described in [Sre95, SGL98], we proceed as follows:
$4 \rightarrow 5:$

$$
\begin{aligned}
X_{5}= & \left((h=1) \odot X_{3}\right) \mid\left\{\left(b_{4}, b_{4}+1\right),(y, y \cdot l),(l, l \cdot l)\right\} \cup \\
& \left(\neg(h=1) \odot X_{3}\right) \mid\{(l, l \cdot l)\}
\end{aligned}
$$

$5 \rightarrow 2:$

$$
\begin{aligned}
X_{2}=X_{1} \cup & \left((h=1) \odot X_{3}\right) \mid\left\{\left(b_{4}, b_{4}+1\right),(y, y \cdot l),(l, l \cdot l)\right\} \cup \\
& \left(\neg(h=1) \odot X_{3}\right) \mid\{(l, l \cdot l)\}
\end{aligned}
$$

$3 \rightarrow 2:$

$$
\begin{aligned}
& X_{2}=X_{1} \cup\left((h=1) \wedge(e>0) \odot X_{2}\right) \mid \\
& \quad\left\{\left(b_{3}, b_{3}+1\right),(h, e \bmod 2),(e, e / 2),\left(b_{4}, b_{4}+1\right),(y, y \cdot l),(l, l \cdot l)\right\} \cup \\
& \left(\neg(h=1) \wedge(e>0) \odot X_{2}\right) \mid \\
& \quad\left\{\left(b_{3}, b_{3}+1\right),(h, e \bmod 2),(e, e / 2),(l, l \cdot l)\right\}
\end{aligned}
$$

$2 \not \subset:$

$$
\begin{aligned}
X_{2}=X_{1} \mid & \left\{\left(b_{3}, b_{3}(\perp, \omega)\right),(h, h(\perp, \omega)),(e, e(\perp, \omega)),\right. \\
& \left.\left(b_{4}, b_{4}(\perp, \omega)\right),(y, y(\perp, \omega)),(l, l(\perp, \omega))\right\}
\end{aligned}
$$

$2 \rightarrow$ exit:

$$
\begin{aligned}
& X_{\text {exit }}=(\neg(e(\perp, \omega)>0)) \odot X_{1} \mid \\
& \quad\left\{\left(b_{3}, b_{3}(\perp, \omega)\right),(h, h(\perp, \omega)),(e, e(\perp, \omega)),\right. \\
& \left.\quad\left(b_{4}, b_{4}(\perp, \omega)\right),(y, y(\perp, \omega)),(l, l(\perp, \omega))\right\}
\end{aligned}
$$

$1 \rightarrow$ exit:

$$
\begin{aligned}
& X_{\text {exit }}=(\neg(e(n, \omega)>0)) \odot X_{\text {entry }} \mid \\
& \quad\left\{\left(b_{3}, b_{3}(\perp, \omega)\right),(h, h(\perp, \omega)),(e, e(n, \omega)),\right. \\
& \left.\quad\left(b_{4}, b_{4}(\perp, \omega)\right),(y, y(1, \omega)),(l, l(x, \omega))\right\}
\end{aligned}
$$

Note that we have used rule item 3 of Definition 5.5.
entry $\rightarrow$ exit:

$$
\begin{aligned}
X_{\text {exit }}= & {[\{(e, e(n, \omega)),(h, h(\perp, \omega)),(l, l(x, \omega)),} \\
& \left.\left.(y, y(1, \omega)),\left(b_{3}, b_{3}(0, \omega)\right),\left(b_{4}, b_{4}(0, \omega)\right)\right\},(n>0)\right]
\end{aligned}
$$

Note that we have used rules item 4 and item 6 of Definition 5.5.
The recurrence relations for the variable $e$ has already been studied at the beginning of Section 5. According to Definition 5.6 we obtain the following conditional recurrence relations for $b_{3}$ and $b_{4}$ :

$$
b_{3}(k+1)=b_{3}(k)+1 \quad \text { if } e(k)>0
$$

and

$$
b_{4}(k+1)=b_{4}(k)+1 \quad \text { if }(e(k) \bmod 2=1) \wedge(e(k)>0)
$$

Using the initial values we get

$$
b_{3}(0, \omega)=b_{3}(0,\lfloor\operatorname{ld} n\rfloor+1)=\lfloor\operatorname{ld} n\rfloor+1
$$

```
N : constant positive :=??; -- number of elements to be sorted
subtype index is positive range 1 .. N ;
type sort_array is array(index) of integer;
procedure heapsort(
        arr: in out sort_array) is
        N : index := arr'length;
        t : index;
        procedure siftdown( \(\mathrm{N}, \mathrm{k}:\) index) is
        j: index;
        v: integer;
        begin
        \(\mathrm{v}:=\operatorname{arr}(\mathrm{k})\);
        discrete \(\mathrm{h}:=\mathrm{k}\) in \(1 . . \mathrm{N} / 2\) new \(\mathrm{h}:=2 * \mathrm{~h} \mid 2 * \mathrm{~h}+1\) loop
            \(\mathrm{j}:=2 * \mathrm{~h}\);
            if \(\mathrm{j}<\mathrm{N}\) and then \(\operatorname{arr}(\mathrm{j})<\operatorname{arr}(\mathrm{j}+1)\) then
                \(\mathrm{j}:=\mathrm{j}+1\);
            end if;
            if \(\mathrm{v} \geq \operatorname{arr}(\mathrm{j})\) then
                    \(\operatorname{arr}(\mathrm{h}):=\mathrm{v}\);
                    exit;
            end if;
            \(\operatorname{arr}(\mathrm{h}):=\operatorname{arr}(\mathrm{j})\);
            \(\operatorname{arr}(\mathrm{j}):=\mathrm{v}\);
            \(\mathrm{h}:=\mathrm{j}\);
        end loop;
        end siftdown;
begin
                                    -- heapsort
    for \(k\) in reverse 1..N/2 loop
        siftdown( \(\mathrm{N}, \mathrm{k}\) );
        end loop;
        for \(M\) in reverse 2 .. N loop
            \(\mathrm{t}:=\operatorname{arr}(1)\);
        \(\operatorname{arr}(1):=\operatorname{arr}(\mathrm{M})\);
        \(\operatorname{arr}(\mathrm{M}):=\mathrm{t}\);
        siftdown(M-1,1);
        end loop;
end heapsort;
```

Figure 3. Implementation of Heapsort in Ada
and

$$
b_{4}(0, \omega)=b_{4}(0,\lfloor\operatorname{ld} n\rfloor+1)=\nu(n) \leq\lfloor\operatorname{ld} n\rfloor+1
$$

where the upper bound has been obtained by exploiting the fact that Node 3 is the immediate dominator of Node 4.

As a final remark note that we did not have to find solutions to all recurrence relations. For example variables $l$ and $y$ do not affect path execution frequencies. In a sense our approach requires "minimal" knowledge to determine path execution frequencies.


Figure 4. CFG of Procedure siftdown

$$
\begin{aligned}
& X_{\text {entry }}=\left[\left\{(\operatorname{arr}, \underline{\operatorname{arr}}),(N, \underline{N}),(k, \underline{k}),(h, \perp),(j, \perp),(v, \perp),\left(b_{3}, 0\right)\right\}, \text { true }\right] \\
& X_{\text {exit }}=\left(\neg C_{1}\right) \odot X_{2} \cup X_{6} \\
& \left.X_{1}=X_{\text {entry }} \mid\{(v, \operatorname{arr}(k)),(h, k))\right\} \\
& X_{2} \quad=\quad X_{1} \cup X_{7} \\
& X_{3}=C_{1} \odot X_{2} \mid\left\{\left(b_{3}, b_{3}+1\right),(j, 2 \cdot h)\right\} \\
& X_{4}=C_{2} \odot X_{3} \mid\{(j, j+1)\} \\
& X_{5} \quad=X_{4} \cup \neg C_{2} \odot X_{3} \\
& X_{6} \quad=C_{3, \omega}(\perp, \perp) \odot X_{5} \mid\{(\operatorname{arr}(h), v)\} \\
& X_{7} \quad=\quad \neg C_{3} \odot X_{5} \mid\{(\operatorname{arr}(h),(\operatorname{arr}(j)),(\operatorname{arr}(j), v),(h, j)\}
\end{aligned}
$$

Table 8. Set of SymEval Equations for Procedure siftdown

Example 3. Heapsort is a well-known and well-studied sorting algorithm (compare [Knu73b, Sed88, SS93]). We are now going to apply symbolic instrumentation to the implementation shown in Figure 3.

In this section we concentrate on procedure siftdown; the example will be completed in Section 5.4. The corresponding CFG is shown in Figure 4. A discrete loop (cf. [Bli94]) is used in siftdown. First, we ignore its effect by simply assuming that it is replaced with
$\mathrm{h}:=\mathrm{k} ;$
while h in 1 .. N/2 loop
where $h$ is a variable of type Index.

The SymEval equations for siftdown are given in Table 8. We have used the following abbreviations:

$$
\begin{aligned}
& C_{1}=1 \leq h \leq N / 2 \\
& C_{1, \omega}\left(h_{0}\right)=1 \leq h\left(h_{0}, \omega\right) \leq N / 2 \\
& C_{2}=(j<N) \bar{\wedge}(\operatorname{arr}(j)<\operatorname{arr}(j+1)) \\
& C_{3}=v \geq \operatorname{arr}(j) \\
& C_{3, \omega}\left(v_{0}, j_{0}\right)=v\left(v_{0}, \omega\right) \geq \operatorname{arr}\left(j\left(j_{0}, \omega\right)\right)
\end{aligned}
$$

where $\bar{\Lambda}$ is semantically equivalent to Ada's and then operator, and we have used underlining for denoting the values of parameters and global variables. Note that we have to use $C_{3, \omega}(\perp, \perp)$ for the definition of equation $X_{6}$ since $5 \rightarrow 6$ is an edge leaving the loop via an exit-statement. Note also that we have restricted our interest to the instrumentation variable $b_{3}$ to keep the example small.

The solving procedure according to [Sre95, SGL98] is:
$7 \rightarrow 2$ :

$$
X_{2}=X_{1} \cup \neg C_{3} \odot X_{5} \mid\{(\operatorname{arr}(h),(\operatorname{arr}(j)),(\operatorname{arr}(j), v),(h, j)\}
$$

$6 \rightarrow$ exit:

$$
\begin{aligned}
X_{\text {exit }}= & \left(\neg C_{1}\right) \odot X_{2} \cup \\
& C_{3, \omega}(\perp, \perp) \odot X_{5} \mid\{(\operatorname{arr}(h), v)\}
\end{aligned}
$$

$4 \rightarrow 5:$

$$
X_{5}=C_{2} \odot X_{3} \mid\{(j, j+1)\} \cup \neg C_{2} \odot X_{3}
$$

$5 \rightarrow 2:$

$$
\begin{aligned}
& X_{2}= \\
& \quad X_{1} \cup \\
& \quad\left(\neg C_{3} \wedge C_{2}\right) \odot X_{3} \mid \\
& \quad\{(j, j+1),(\operatorname{arr}(h),(\operatorname{arr}(j+1)),(\operatorname{arr}(j+1), v),(h, j+1)\} \cup \\
& \quad\left(\neg C_{3} \wedge \neg C_{2}\right) \odot X_{3} \mid \\
& \quad\{(\operatorname{arr}(h),(\operatorname{arr}(j)),(\operatorname{arr}(j), v),(h, j))\}
\end{aligned}
$$

$5 \rightarrow$ exit:

$$
\begin{aligned}
X_{\text {exit }}= & \left(\neg C_{1}\right) \odot X_{2} \cup \\
& \left(C_{3, \omega}(\perp, \perp) \wedge C_{2}\right) \odot X_{3} \mid\{(j, j+1),(\operatorname{arr}(h), v)\} \cup \\
& \left(C_{3, \omega}(\perp, \perp) \wedge \neg C_{2}\right) \odot X_{3} \mid\{(\operatorname{arr}(h), v)\}
\end{aligned}
$$

$3 \rightarrow 2$ :

$$
\begin{aligned}
& X_{2}= X_{1} \cup\left(\neg C_{3} \wedge C_{2} \wedge C_{1}\right) \odot X_{2} \mid\left\{\left(b_{3}, b_{3}+1\right),(j, 2 \cdot h+1),\right. \\
&(\operatorname{arr}(h), \operatorname{arr}(2 \cdot h+1)),(\operatorname{arr}(2 \cdot h+1), v),(h, 2 \cdot h+1)\} \cup \\
&\left(\neg C_{3} \wedge \neg C_{2} \wedge C_{1}\right) \odot X_{2} \mid\left\{\left(b_{3}, b_{3}+1\right),(j, 2 \cdot h),\right. \\
&(\operatorname{arr}(h),(\operatorname{arr}(2 \cdot h)),(\operatorname{arr}(2 \cdot h), v),(h, 2 \cdot h))\}
\end{aligned}
$$

$3 \rightarrow$ exit:

$$
\begin{aligned}
& X_{\text {exit }}=\left(\neg C_{1}\right) \odot X_{2} \cup \\
& \left(C_{3, \omega}(\perp, \perp) \wedge C_{2} \wedge C_{1}\right) \odot X_{2} \mid\left\{\left(b_{3}, b_{3}+1\right),(j, 2 \cdot h+1),(\operatorname{arr}(h), v)\right\} \cup \\
& \left(C_{3, \omega}(\perp, \perp) \wedge \neg C_{2} \wedge C_{1}\right) \odot X_{2} \mid\left\{\left(b_{3}, b_{3}+1\right),(j, 2 \cdot h),(\operatorname{arr}(h), v)\right\} \\
& \not \subset: \\
& X_{2}=\quad X_{1} \mid\left\{\left(b_{3}, b_{3}(\perp, \omega)\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),(h, h(\perp, \omega)),(j, j(\perp, \omega))\right\}
\end{aligned}
$$

$2 \not \subset:$

Note that we have collapsed all array assignments into one recursion.
$2 \rightarrow$ exit: After several simplifications we obtain:

$$
\begin{aligned}
& X_{\text {exit }}=\left(\neg C_{1, \omega}(\perp)\right) \odot X_{1} \mid \\
& \quad\left\{\left(b_{3}, b_{3}(\perp, \omega)\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),(h,(h(\perp, \omega)),(j, j(\perp, \omega))\} \cup\right. \\
& \left(C_{1, \omega}(\perp) \wedge C_{2} \wedge C_{3, \omega}(\perp, \perp)\right) \odot X_{1} \mid \\
& \left\{\left(b_{3}, b_{3}(\perp, \omega)+1\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),(\operatorname{arr}(h), v)\right. \\
& \quad(h,(h(\perp, \omega)),(j, 2 \cdot h(\perp, \omega)+1)\} \cup \\
& \left(C_{1, \omega}(\perp) \wedge \neg C_{2} \wedge C_{3, \omega}(\perp, \perp)\right) \odot X_{1} \mid \\
& \quad\left\{\left(b_{3}, b_{3}(\perp, \omega)+1\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),(\operatorname{arr}(h), v)\right. \\
& \quad(h,(h(\perp, \omega)),(j, 2 \cdot h(\perp, \omega))\}
\end{aligned}
$$

$1 \rightarrow$ exit:

$$
\begin{gathered}
X_{\text {exit }}=\left(\neg C_{1, \omega}(\perp)\right) \odot X_{\text {entry }} \mid \\
\left\{(v, \operatorname{arr}(k)),\left(b_{3}, b_{3}(\perp, \omega)\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),\right. \\
(h,(h(k, \omega)),(j, j(\perp, \omega))\} \cup \\
\left(C_{1, \omega}(\perp) \wedge C_{2} \wedge C_{3, \omega}(\perp, \perp)\right) \odot X_{\text {entry }} \mid \\
\left\{(v, \operatorname{arr}(k)),\left(b_{3}, b_{3}(\perp, \omega)+1\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),\right. \\
(\operatorname{arr}(h), v),(h,(h(k, \omega)),(j, 2 \cdot h(k, \omega)+1)\} \cup \\
\left(C_{1, \omega}(\perp) \wedge \neg C_{2} \wedge C_{3, \omega}(\perp, \perp)\right) \odot X_{\text {entry }} \mid \\
\left\{(v, \operatorname{arr}(k)),\left(b_{3}, b_{3}(\perp, \omega)+1\right),(\operatorname{arr}, \operatorname{arr}(\perp, \omega)),\right. \\
(\operatorname{arr}(h), v),(h,(h(k, \omega)),(j, 2 \cdot h(k, \omega))\}
\end{gathered}
$$

entry $\rightarrow$ exit: This step is straightforward and is left to the reader.
Now we turn to setting up a recurrence relation for $b_{3}$. We obtain for $k \geq 0$

$$
b_{3}(k+1)=b_{3}(k)+1 \quad \text { if }\left(\neg C_{3} \wedge C_{1}\right)
$$

Since $C_{3}$ depends on $a r r$, the recursion for $b_{3}$ cannot be solved by simple means.
The semantics of discrete loops, however, ensure that no variables except those used in the loop-header affect the number of loop iterations (compare [Bli94] for details). To be more specific, discrete loops are a means to abstract from details of the loop body by declaring that certain parts of the loop body will not affect the timing behavior of the loop. In a sense discrete loops support the oracle in finding conservative and safe estimates of the WCET.

Thus we can concentrate on variable $h$ and the recurrence relation given in the loop header. The theory developed for discrete loops [Bli94] implies that we only have to deal with the following recurrence relation to get a safe upper bound for the number of iterations $(j \geq 1)$

$$
\begin{aligned}
& h(0)=k \\
& h(j+1)=2 \cdot h(j) .
\end{aligned}
$$

Its solution is easily determined to be

$$
h(j)=k \cdot 2^{j}
$$

Now, we want to determine $\omega$ such that

$$
h(\omega) \leq N / 2 \leq h(\omega+1)
$$

Taking logarithms we get

$$
\omega=\lfloor\operatorname{ld} N-\operatorname{ld} k\rfloor-1
$$

and finally we obtain

$$
b_{3}(0, \omega) \leq\lfloor\operatorname{ld} N-\operatorname{ld} k\rfloor-1 \leq\lceil\operatorname{ld} N\rceil-\lfloor\operatorname{ld} k\rfloor-1
$$

```
\(X_{\text {entry }}=\left[\left\{(\operatorname{arr}, \underline{a r r}),(N, \underline{N}),(t, \underline{k}),\left(b_{3}, 0\right),\left(b_{6}, 0\right)\right\}\right.\), true \(]\)
\(X_{\text {exit }}=\left(\neg C_{5}\right) \odot X_{5}\)
\(X_{1}=X_{\text {entry }} \mid\{(N, \underline{N}),(k, 1)\}\)
\(X_{2} \quad=\quad X_{1} \cup X_{3}\)
\(X_{3}=C_{4} \odot X_{2} \mid\left\{\left(a r r, a r r^{\prime}\right),\left(b_{3}, b_{3}+1\right),(k, k+1)\right\}\)
\(X_{4} \quad=\left(\neg C_{4}\right) \odot X_{2} \mid\{(M, 2)\}\)
\(X_{5} \quad=X_{4} \cup X_{6}\)
\(X_{6} \quad=C_{5} \odot X_{5} \mid\{(t, \operatorname{arr}(1)),(\operatorname{arr}(1), \operatorname{arr}(M)),(\operatorname{arr}(M), t)\),
    \(\left.\left(a r r, a r r^{\prime}\right),\left(b_{6}, b_{6}+1\right),(M, M+1)\right\}\)
```

Table 9. Set of SymEval Equations for Procedure heapsort
which is a symbolic formula for the number of iterations in terms of $N$ and $k$, the parameters of procedure siftdown.

This example shows that discrete loops significantly facilitate setting up recurrence relations for the number of loop iterations. In addition, solving this recurrence relations becomes possible because of their comparatively simple structure, which is induced by discrete loops too. Note also that the semantics of discrete loops is easily checked and enforced by a precompiler which produces standard Ada95 code out of Ada code augmented with discrete loops (cf. [Bur96]).

On the other hand, using discrete loops for WCET analysis, some information on the algorithm used in the loop body is lost, but this is certainly out-weighted by the simple recurrence relations produced by discrete loops.

Finally, using Theorem 5.2 we find the following symbolic formula for the upper bound of the timing behavior of procedure siftdown:

$$
\begin{equation*}
\tau_{1}+\tau_{2} \cdot(\lceil\operatorname{ld} N\rceil-\lfloor\operatorname{ld} k\rfloor) \tag{6}
\end{equation*}
$$

where $\tau_{1}, \tau_{2} \in T$ are time values but do not denote the timing behavior of some basic blocks.
5.4. Interprocedural WCET Data-Flow Analysis. For programs consisting of several procedures and functions, we can build a call graph. The nodes of the call graph are the procedures and functions of the program. If procedure $A$ calls $B$, there is an edge from node $A$ to $B$ in the call graph. If there are no recursive procedures and functions, the call graph is acyclic.

By topologically sorting (cf. [Knu73a, Meh84]) an acyclic call graph, symbolic evaluation can be applied to the graph in such a way that a symbolic formula for the WCET of a procedure $P$ is available before another procedure $Q$, which calls $P$, is analyzed.

We have the following theorem:
Theorem 5.4. If the call graph of a program is acyclic, a WCET estimate for the program can be found by symbolic evaluation of the procedures and functions that constitute the program, provided that a WCET estimate for these procedures and functions can be determined by symbolic evaluation.

Remark 5.4. WCET analysis of recursive procedures and functions can be performed by the approach described in [BL95, BL96, Bli00].

Remark 5.5. We do not discuss problems originating from aliasing in this paper. How symbolic evaluation can be used to solve these problems is discussed in [BBS99, SBF00].


Figure 5. CFG of Procedure heapsort

Example 3. Returning to our Heapsort example, the CFG of procedure heapsort is shown in Figure 5. The SymEval equations can be found in Table 9. We have used the following abbreviations:

$$
\begin{aligned}
& C_{4}=1 \leq k \leq N / 2 \\
& C_{4, \omega_{1}}\left(k_{0}\right)=1 \leq k\left(k_{0}, \omega_{1}\right) \leq N / 2 \\
& C_{5}=2 \leq M \leq N \\
& C_{5, \omega_{2}}\left(M_{0}\right)=2 \leq M\left(M_{0}, \omega_{2}\right) \leq N
\end{aligned}
$$

Furthermore we have restricted our interest to the instrumentation variables $b_{3}$ and $b_{6}$. By (arr, $a r r^{\prime}$ ) we denote that the array $\operatorname{arr}$ is assigned a new value by procedure siftdown.

According to [Sre95, SGL98] the insertions and loop-breaking operations have to be done as follows.
$6 \rightarrow 5$ :

$$
\begin{array}{r}
X_{5}=X_{4} \cup C_{5} \odot X_{5} \mid\{(t, \operatorname{arr}(1)),(\operatorname{arr}(1), \operatorname{arr}(M)),(\operatorname{arr}(M), t) \\
\left.\left(\operatorname{arr}, \operatorname{arr}^{\prime}\right),\left(b_{6}, b_{6}+1\right),(M, M+1)\right\}
\end{array}
$$

$5 \varnothing$ :
$X_{5}=X_{4}$

$$
\left\{\left(b_{6}, b_{6}\left(\perp, \omega_{2}\right)\right),\left(t, t\left(\perp, \omega_{2}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{2}\right)\right),\left(M, M\left(\perp, \omega_{2}\right)\right)\right\}
$$

$5 \rightarrow$ exit:

$$
\begin{aligned}
& X_{\text {exit }}=\left(\neg C_{5, \omega_{2}}(\perp)\right) \odot X_{4} \mid \\
&\left\{\left(b_{6}, b_{6}\left(\perp, \omega_{2}\right)\right),\left(t, t\left(\perp, \omega_{2}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{2}\right)\right),\left(M, M\left(\perp, \omega_{2}\right)\right)\right\}
\end{aligned}
$$

$3 \rightarrow 2:$

$$
X_{2}=X_{1} \cup C_{4} \odot X_{2} \mid\left\{\left(a r r, a r r^{\prime}\right),\left(b_{3}, b_{3}+1\right),(k, k+1)\right\}
$$

$4 \rightarrow$ exit:

$$
\begin{aligned}
& X_{\text {exit }}=\left(\left(\neg C_{5, \omega_{2}}(\perp)\right) \wedge\left(\neg C_{4, \omega_{2}}(\perp)\right)\right) \odot X_{2} \mid \\
&\left\{\left(b_{6}, b_{6}\left(\perp, \omega_{2}\right)\right),\left(t, t\left(\perp, \omega_{2}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{2}\right)\right),\left(M, M\left(2, \omega_{2}\right)\right)\right\}
\end{aligned}
$$

$2 \varnothing$ :

$$
\begin{aligned}
X_{2}=\neg & C_{4, \omega_{1}}(\perp) \odot X_{1} \mid \\
& \left\{\left(b_{3}, b_{3}\left(\perp, \omega_{1}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{1}\right)\right),\left(k, k\left(\perp, \omega_{1}\right)\right)\right\}
\end{aligned}
$$

$2 \rightarrow$ exit:

$$
\begin{gathered}
X_{\text {exit }}=\left(\neg C_{5, \omega_{2}}(\perp) \wedge \neg C_{4, \omega_{1}}(\perp)\right) \odot X_{1} \mid \\
\left\{\left(b_{3}, b_{3}\left(\perp, \omega_{1}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{1}\right)\right),\left(k, k\left(\perp, \omega_{1}\right)\right),\right. \\
\left(b_{6}, b_{6}\left(\perp, \omega_{2}\right)\right),\left(t, t\left(\perp, \omega_{2}\right)\right), \\
\left.\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{2}\right)\right),\left(M, M\left(2, \omega_{2}\right)\right)\right\}
\end{gathered}
$$

$1 \rightarrow$ exit:

$$
\begin{gathered}
X_{\text {exit }}=\left(\neg C_{5, \omega_{2}}(\perp) \wedge \neg C_{4, \omega_{1}}(\perp)\right) \odot X_{\text {entry }} \mid \\
\left\{\left(b_{3}, b_{3}\left(\perp, \omega_{1}\right)\right),\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{1}\right)\right),\left(k, k\left(1, \omega_{1}\right)\right),\right. \\
\left(b_{6}, b_{6}\left(\perp, \omega_{2}\right)\right),\left(t, t\left(\perp, \omega_{2}\right)\right), \\
\left.\left(\operatorname{arr}, \operatorname{arr}\left(\perp, \omega_{2}\right)\right),\left(M, M\left(2, \omega_{2}\right)\right)\right\}
\end{gathered}
$$

entry $\rightarrow$ exit: This step is straightforward and is left to the reader.
It remains to set up recurrence relations for $b_{3}$ and $b_{6}$. We obtain

$$
b_{3}(k+1)=b_{3}(k)+1 \quad \text { if } 1 \leq k \leq N / 2
$$

and

$$
b_{6}(M+1)=b_{3}(M)+1 \quad \text { if } 2 \leq M \leq N
$$

It is easy to derive

$$
b_{3}\left(0, \omega_{1}\right)=\lfloor N / 2\rfloor
$$

and

$$
b_{6}\left(0, \omega_{2}\right)=N-1
$$

In order to derive an upper bound for the WCET of the first for-loop, we have to sum equation (6) for $1 \leq k \leq N / 2$. We obtain

$$
\begin{aligned}
\mathrm{WCET}_{\text {for }_{1}} & \leq \sum_{1 \leq k \leq N / 2} \tau_{1}+\tau_{2} \cdot(\lceil\operatorname{ld} N\rceil-\lfloor\operatorname{ld} k\rfloor-1)= \\
& \left\lfloor\frac{N}{2}\right\rfloor \tau_{1}+\tau_{2} \cdot\left(\lfloor N / 2\rfloor\lceil\operatorname{ld} N\rceil-\sum_{1 \leq k \leq N / 2}\lfloor\operatorname{ld} k\rfloor\right)
\end{aligned}
$$

which by some manipulations (cf. [GKP89]) gives

$$
\begin{equation*}
\mathrm{WCET}_{\mathrm{for}_{1}} \leq\left\lfloor\frac{N}{2}\right\rfloor \tau_{1}+\tau_{2} \cdot\left(\left\lfloor\frac{5}{2} N\right\rfloor-\lfloor\operatorname{ld} N\rfloor-1\right) \tag{7}
\end{equation*}
$$

The second for-loop can be treated similarly. Inserting $(k \rightarrow 1, N \rightarrow M-1)$ into equation (6), we get

$$
\begin{equation*}
\tau_{1}+\tau_{2} \cdot(\lceil\operatorname{ld}(M-1)\rceil) \tag{8}
\end{equation*}
$$

We have to sum (8) for $2 \leq M \leq N$ to obtain an upper bound for the timing behavior of the second for-loop

$$
\begin{aligned}
\mathrm{WCET}_{\text {for }_{2} \leq} \leq & \sum_{2 \leq M \leq N} \tau_{1}+\tau_{2} \cdot(\lceil\operatorname{ld}(M-1)\rceil)= \\
& \sum_{2 \leq M \leq N-1} \tau_{1}+\tau_{2} \cdot(\lceil\operatorname{ld} M\rceil)= \\
& (N-1) \cdot \tau_{1}+\tau_{2} \cdot\left((N-1)\lceil\operatorname{ld}(N-1)\rceil-2^{\lceil\operatorname{ld}(N-1)\rceil}+1\right) .
\end{aligned}
$$

Adding this to (7) and taking care of some time constant $\tau_{3}$ for initialization work, we can determine a symbolic formula for the upper bound of the WCET of procedure heapsort.

## 6. Discussion and Related Work

Shortly repeating the major results of this paper we have shown the following:

1. There exist efficient (almost linear) algorithms for performing worst-case execution time analysis of real-time programs (Theorem 4.2).

This is the first result on the timing behavior of WCET analysis in literature.
2. WCET analysis can be performed on reducible and irreducible CFGs.

This, for instance, proves that restrictions concerning goto, break, return, and exit-statements in real-time programming languages are not necessary. In addition, it shows that WCET analysis (even with help of symbolic evaluation) can be applied to assembler or machine-code programs.
3. Slightly modified elimination methods can be used for solving WCET data-flow frameworks and symbolic evaluation frameworks; iteration algorithms cannot be employed for this purpose.
4. Symbolic evaluation can be done for reducible and irreducible CFGs (Observation 2).

This shows that symbolic evaluation cannot only be applied to toy languages but it can be used to analyze complex high-order programming language programs as well as low-level assembler or machine-code programs.
5. Solving (conditional) recurrence relations for symbolic evaluation WCET analysis is performed only on demand.

It is not necessary to perform a complete symbolic evaluation of a program in order to determine its WCET. Symbolic instrumentation is based on symbolic evaluation but it can be expected to be easier to solve than symbolic evaluation itself.

In the following we compare our approach to other approaches known from literature. Some of the following approaches have already been commented on in Section 1.

1. Tarjan's approach for solving sets of data-flow equations (cf. [Tar81b]) is able to handle WCET data-flow frameworks too. The operators for regular expressions $\cup, \cdot$, and $*$ have to be interpreted appropriately for WCET analysis.

A correct interpretation uses $\cup$ as the meet operator (for example the max meet or the frequency meet operator), $\cdot$ as + , which models the juxtaposition of basic blocks, and $*$ as ORACLE (iter) for the number of loop iterations.

Tarjan's method is also well-suited for solving our SymEval framework.
Nevertheless we have chosen the "loop-breaking rule" approach because it is more intuitive and requires less knowledge on graph theory. In addition, we believe that programmers are more accustomed to thinking in terms of equations than in terms of program paths and regular expressions.
2. The method described in [CBW96] allows WCET analysis depending on the program's input data but focuses on annotating the underlying program.

In contrast our approach relies on symbolic evaluation to extract extraneous information out of the source code in order to perform WCET analysis.

The modes introduced in [CBW96] appear automatically in the symbolic WCET formulas of procedures or functions of our approach.
3. The integer linear programming approach of [PS97] is fully oracle-based like our data-flow framework described in Section 4. Like our approach, it is known to produce the exact timing behavior, provided the oracle (programmer) produces exact path execution frequencies and the exact number of iterations of loops. In contrast, our approach presented in Section 4 does not need an oracle for loop iterations.

In addition, it is not obvious how the approach of [PS97] can be extended to a symbolic evaluation method like that described in Section 5.

Furthermore ILP is NP-complete and thus has exponential worst-case behavior. Our approach, with the max meet or the frequency meet operator, has almost linear worst-case timing behavior (cf. Theorem 4.2).

## 7. Conclusion

In this paper we have introduced frameworks based on data-flow equations which provide for estimating the worst-case execution time of real-time programs and for symbolic evaluation of such programs. These frameworks allow several different WCET analysis techniques with various precisions, which range from naïve approaches to exact analysis, provided exact knowledge on the program behavior is available.

We have implemented the algorithm presented in [Sre95, SGL98] for almost all control flow affecting language features of Ada. At the current stage our implementation does not support exceptions. These and tasking features will be implemented in the near future. This implementation allowed us to perform several examples with the max and frequency meet operators. An implementation of the symbolic evaluation data-flow framework is under way and will be completed in the year 2000.

Our approach allows to use off-the-shelf software for manipulating and solving equations. In particular, we are using Mathematica** for this purpose.

Nevertheless a lot of work remains to be done. The next step will be to study WCET analysis for multi-processor systems and effects of pipelining with help of symbolic evaluation.
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[^1]:    * In fact Reaching Definition has much more restrictive properties but those given above are enough to contrast this example with the data-flow frameworks given in Sections 3, 4, and 5 .
    $\dagger$ A more restrictive closure exists.

[^2]:    $\ddagger$ We ignore recursive procedures here. Solutions to the problem of WCET analysis of recursive real-time procedures can be found in [BL95, BL96, Bli00].

[^3]:    § This assumption is no real restriction since it can be generalized to any number of successors in a straightforward manner.

[^4]:    - Each loop gets assigned a unique number $\ell \in \mathbb{N}$.

[^5]:    ${ }^{\|}$This is guaranteed by the algorithm described in [Sre95, SGL98].

